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Abstract—Image Annotation is a method to reveal the meaning for a specific image .The embedded meaning in the image is identified and 

mined. The Scenario is identified through the image annotation scheme with in a provided training. The focus is on the blur images, noisy 

images and images with pixels lost. The image annotation can be done on the good resolution image. The analysis carried outon the image data 

to derive the information and image restoration takes place. Image mining deals with extracting embedded details, patterns and their relationship 

in images. Embedded details in the image could be extracted using high-level features that are robust. Inpainting techniques can be utilized for 

cleaning the image .The analytics is applied on enormous amount of data, techniques performed on the test images sets for better accuracy. 
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I. INTRODUCTION 

Data science is an interdisciplinary field about processes and 

systems to extract knowledge or insights from data in various 

forms, either structured or unstructured which is a continuation 

of some of the data analysis fields such as statistics, machine 

learning, data mining, and predictive analytics, similar to 

Knowledge Discovery in Databases (KDD).The amassing of 

enormous data sets in genomics, proteomics and imaging has 

led a number of scientists to envision a future in which 

automated data-mining techniques, or „data-driven discovery‟, 

will eventually rival the traditional hypothesis-driven research 

that has dominated biomedical science for at least the past 

century. 

Data Science: Data Science is combination of the 

heterogeneous data, analysis can be performed on the data  in 

order to  derive the meaningful strategy. The analytics 

performed on the data is as shown in  figure 1.1  

 

Figure 1.1 Data Analytics 

In real world, the imaging devices monitoring system of 

weather forecasting, scanning aboard satellites and cameras 

installed in public venues demand automatic classification and 

analysis of huge volume of image data. Auto image annotation 

is a technique to capture the image and to extract the required 

feature by removing the noise .The challenge is to remove the 

noise from the image by technique called in-painting. The 

resolution of the image is maintained after extracting required 

feature using mining techniques. Once the feature is extracted, 

restoring the image is one of the most demanding tasks as 

image data occupy the multiplicity in comparison to text data. 

The images are compressed after removing the noise and 

blurred content of the image. Overall the restoration of image 

consists of de-blurring, de-noising and preserving fine details. 

Images classification takes place based on the event content 

and image context. Event context consists of image with low 

level features timestamp of event and title. 

II. RELATED EXPERIMENTAL WORK: 

Edwin Paul, et.al [1] proposed a system for face annotation 

problem can be solved using the SURF method and nearest 

neighbor searches. The accuracy of the classification results 

can be further improved by using a better classifier than k-

nearest-neighbor search, such as the use of support vector 

machines (SVMs) could help to get better classification 

accuracy for images. 

Kapil Junjea, et al [2] introduced a system of classifiers which 

classifies web images. The mapping of the facial constraint 

specific composite features with real time web image data is 

applied using PCA, SVM and PNN classifiers. The 

comparative experimentation shows that each of the classifier 
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provided the significant result for different constraints. The 

observation also signifies the PNN results are more accurate. 

The results obtained against skin complexion and gender 

feature are more accurate. They proposed future enhancement 

as PCA,SVM and PNN Classifiers canbe applied on the  blur 

and noise images 

Redound Lguens et.al[3], proposed a algorithm which  is 

better and gives more realistic results than autoregressive 

model based data assimilation algorithm. It demonstrates the 

feasibility of the non-parametric data-driven reconstruction of 

image dynamics, when the spatial image patterns can be 

projected onto a lower-dimensional space. The patch-based 

models are proposed, in-order to improve applications to more 

complex spatial patterns. 

Bingbing Ni et.al[4], explored techniques that are applied on 

the Internet media resources for automatic age detection. A 

robust multiple instance regress or learning method was 

developed for handling both noisy images and labels, which 

led to a strong universal age estimator, applicable to all ethnic 

groups and various image qualities. An interesting direction 

for future study is to develop incremental learning algorithm 

for learning multi-instance regressor with noisy labels, which 

is practically valuable for web-scale data mining purpose. 

Balvant Tarulatha et.al[5],investigated an  attribute of image. 

In this paper, image color is chosen for classification as an 

input to data mining algorithm, the mining algorithm takes 

first three highest percentage colors into consideration. New 

techniques are being generated and many areas left for the 

future enhancement and this study of review is found that still 

few classification methods needed to improve the efficiency of 

image mining. 

Ankitha tripathi et.al[6],explored classification of text from 

videos. It is meant for especially to tutorial education, news 

reports etc.This leads to obtain more accurate classification in 

present system as well as in the system which have a 

combination of two or more categories within a single image. 

Selection of low level features can be modified and improved 

by using Gray Level Run Length Matrix (GLRM). 

Sikha Mary Varghese et.al[7], explored an integrated image 

compression scheme is used with the help of SMVQ and 

image inpainting. SMVQ is used mainly for data hiding as it is 

more efficient.SMVQ techniques can be improved with 

various combinations of other techniques also.  

Neha Agrawal et.al [8],made a study on manual ROI selection. 

In this paper, proposed a future automatic ROI selection may 

be possible.  

Summary: The Image Mining consists of collection of the 

images .The collected images consists of noise and blur 

content,the resolution of images are not appropriate. The noise 

and blur part of the image is removed by selecting a 

appropriate algorithm .The Region of Interest is selected in 

order to increase the resolution of the image .The Data is 

compressed after the image is free from noise and blur content. 

The compressed image is restored at Storage with a good 

resolution and the pixels of the image are not lost. In the 

Previous papers the frame work has not mentioned 

specifically. The frame work which is proposed in this paper is 

unique combination of retrieving the image identifying Region 

of the interest and removal of noise and blur content. Finally 

restoration of compressed image is stored without 

compromising with resolution of the image as there is no loss 

in pixels. 

III.  FRAME WORK: CONTROL LOOP ARCHITECTURE  

 

Figure 1.2 Frame work: Control loop Architecture 

Steps in DM frame work  

 Dataset-Imageswill extracted out of the Dataset, 

Images acts as an input. 

 Denoising and Deblur- Images which consists of 

noise and blur content will be identified and removed. 

 Region Of Interest- A region of interest (ROI) is a 

selected subset of samples within a dataset identified 

for a particular purpose.  

 Image Inpainting- In painting is the process of 

reconstructing lost or deteriorated parts of images. 

 Down Sampling- Down sampling is the process of 

reducing the sampling rate of a signal. In order to 

reducethe size of the data. Image is compressed in-

order to store the image with good resolution with in 
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storage medium.It is done to make further 

restorationprocess easy. 

 Image Restoration- Image restoration is the 

operation of taking a corrupted/noisy image and 

estimating the clean original image. 

IV. CONCLUSION 

In this paper,the images under different conditions such as low 

light images, blurred images etc are  recognized by the system 

. Inpainting techniques are applied in order to concentrate on 

ROI. Once the required ROI is identified, the blur part of the 

image or noise from the image is removed by the technique 

called in-painting. The image compression is done, in order to 

consider space efficiency.After compression, the resolution 

remains the same and restoration of the image is  

maintained,after de-noising and de-blurring. Study 

revealsimage classification accuracy results can be further 

improved by using a better classifier than k-nearest-neighbor 

search, such as support vector machines (SVMs). 
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