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Abstract— Wireless Sensor Networks (WSNs) have emerged as a foundational technology for the realization
of the Internet of Things (IoT), facilitating autonomous monitoring across industrial, medical, and
environmental landscapes. Despite their proliferation, the operational longevity of WSNs is acutely bottlenecked
by the finite energy reserves of individual sensor nodes. This paper provides a systematic, multi-dimensional
review of WSN architectures, protocol stacks, and energy conservation paradigms. We synthesize literature
spanning 2014-2022 to critically analyze the trade-offs between network throughput and power consumption.
The review distinguishes itself by providing a granular comparison of hardware operational components and a
robust performance mapping of routing protocols (LEACH, PEGASIS, TEEN). Our findings highlight a
significant research shift from basic connectivity toward intelligent, self-sustaining networks. The paper
concludes with an extensive roadmap of 20 future research directions to guide scholars toward unresolved
challenges in energy harvesting and Al-driven network management.
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1. INTRODUCTION

In recent years, Wireless Sensor Networks
(WSNs) have attracted considerable global research
attention due to their ability to enable large-scale,
autonomous  monitoring  of  physical  and
environmental phenomena [24]. WSNs represent a
key distributed computing paradigm that supports a
wide spectrum of applications, including industrial
process automation, healthcare monitoring, military
surveillance, structural health assessment, and
environmental observation [1], [2]. A WSN can be
defined as a distributed system composed of a large
number of spatially dispersed, low-cost sensor nodes
that collaboratively sense, process, and transmit data
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from a monitored region to a centralized sink node or
base station for further analysis.

Each sensor node typically performs three core
functions: computation, and wireless
communication. The sensed data are forwarded either

sensing,

directly or through multi-hop communication paths to
a sink node, which may process the information
locally or relay it to external networks such as the
Internet or cloud-based platforms [3]. Due to their
compact physical dimensions, sensor nodes are
inherently constrained in terms of processing
capability, memory capacity,
bandwidth, and, most critically, energy availability
[26]. A typical sensor node integrates a sensing unit, a

communication
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radio transceiver, an embedded processing and storage
unit, and a power unit powered by a small-capacity
battery.

Wireless Sensor Network

Sensor Node

Fig. 1. A typical structure of Wireless Sensor Networks

Depending on application requirements, sensor
nodes may be equipped with one or more sensing
modalities, enabling the observation of physical
phenomena across infrared, acoustic, optical, seismic,
magnetic, radio, biological, and chemical domains [4].
Figure 1 illustrates a representative architecture of a
wireless sensor network, highlighting the interaction
between distributed sensor nodes and the sink. Due to
advancement in Micro-Electro-Mechanical Systems
(MEMS) technology, sensors are becoming smaller in
size, low cost & low power operated [1].

2. DEPLOYMENT MODELS OF WIRELESS SENSOR
NETWORKS

The deployment strategy of sensor nodes plays a
crucial role in determining network performance,
coverage, and energy efficiency[13]. In general, WSN
deployments can be categorized as deterministic or
random. In deterministic deployment, sensor nodes
are placed at predefined locations, which is common
in industrial monitoring and structural health
applications where precise coverage is required [2]. In
contrast, random deployment is typically employed in
hostile or inaccessible environments, such as
battlefield surveillance or disaster monitoring, where
sensor nodes are dispersed using aerial or mechanical

means [6]. A.

Furthermore, WSNs can be deployed in flat or
hierarchical topologies. In flat architectures, all sensor
nodes perform identical roles and communicate
directly or via multi-hop routing to the sink. [4]
Although simple to implement, flat architectures often
suffer from poor scalability and uneven energy
dissipation.[2],[25],[32] Hierarchical or clustered
architectures address these limitations by organizing
nodes into clusters, where cluster heads aggregate data
from member nodes before transmitting it to the sink,
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thereby reducing communication overhead and
improving network lifetime [7],[34].

3. COMMUNICATION PARADIGMS IN WSNS

Communication in WSNs is predominantly data-
centric rather than address-centric, reflecting the
application-driven nature of sensed information.
Common communication paradigms include single-
hop and multi-hop transmission. In single-hop
communication, sensor nodes transmit data directly to
the sink, which is feasible only for small-scale
networks due to excessive energy consumption over
long distances. Multi-hop communication, in contrast,
allows nodes to forward data through intermediate
nodes, significantly reducing transmission power
requirements and improving scalability [8].

Additionally, WSN communication paradigms can
be classified as time-driven, event-driven, or query-
driven. Time-driven networks periodically transmit
sensed data, making them suitable for continuous
monitoring  applications. networks
transmit data only when specific thresholds are
exceeded, which is advantageous energy
conservation in time-critical scenarios. Query-driven
networks respond to explicit requests from the sink,
offering flexibility in data acquisition [9].

Event-driven

for

Wireless sensor network technology offers several
advantages over conventional networking approaches,
including low deployment cost, scalability, flexibility,
fault tolerance, and ease of installation, which
collectively support its applicability
operational environments [31],[33]. Moreover,
advances in Micro-Electro-Mechanical =~ Systems
(MEMS) technology have enabled the development of
increasingly compact, low-cost, and energy-efficient
sensor nodes, thereby accelerating the adoption and
practical deployment of WSNs in large-scale Internet
of Things (IoT) ecosystems [10],[11].

in diverse

Structure of Wireless Sensor Node

A Sensor node is made up of four basic
components such as sensing unit, processing unit,
transceiver unit and power unit as shown in Fig.2. It
has also application dependent additional components
such as a location finding system, a power generator
and a mobilizer. Sensing units are usually composed
of two subunits: sensors and analog to digital
converters (ADCs)[14]. The analog signals produced
by the sensors are converted to digital signals by ADC
and then fed into processing unit. The processing unit
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comprises of processor and storage unit. It is
responsible for managing the task of sensor nodes. A
transceiver unit is used to transmit sensor data to
network or we can say it connects sensor node to
network. One of the most important components of
sensor node is power unit.

Position Finding System | | Mobilizer

Sensing Unit Processing Unit T ion Unit
- Proc
Sensor | ADC EROE Tranceiver
: Storage

[ 1 f f

Power Unit

[=— Power Geacrator |

Fig. 1 The components of a sensor node

Component Function Power Consumption Technical Detail Pros Cons
itical fi Massi

Transceiver Comms 65% — 85% Idle/RX/TX states B! o assive power
network leak

. L, Limited

Micro-controller Task Mgmt 10% — 15% Manages sleep cycles P A fmite

standby memory

Sensing Unit Data Acq 5% — 10% Variable by sensor High fidelity ADC drain

Table 1 Comparison of Operational Components & Energy Impact

Communication Structure of Wireless Sensor
Networks

The sensor nodes are usually distributed in area for
monitoring environment conditions as well as to
measure  different  physical parameters like
temperature, humidity etc. Each sensor node has the
capability to collect data and to effectively
communicate it to sink node or end user. Data are
routed back to end user by a multi-hop infrastructure-
less architecture through the sink as shown in Fig 1.

el /

Application Layer

Transport Layer

Nemwork Layer

Data Link Layer
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Physical Layer

Fig. 2 Wireless Sensor Network Protocol Stack

The protocol stack used by sink node and sensor
node is shown in Fig 3. This protocol stack combines
power and routing awareness, integrates data with
networking protocols, communicates power efficiently
through wireless medium and promotes cooperative
efforts of sensor nodes. The protocol consists of
application layer, transport layer, network layer, data
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link layer, physical layer, power management plane,
mobility management plane, and task management
plane [21]. Physical Layer: Frequency selection and
modulation. Data Link Layer: Minimizing collisions
and "Idle Listening."Network Layer: Multi-hop
routing to minimize power loss [37].Transport
Layer: Lightweight data flow management.
Application Layer: Software and user interface.

4. CROSS-LAYER ENERGY IMPLICATIONS

Traditional WSN design adheres to strict layer
separation, where each protocol layer (Physical,
MAC, Network) independently performs its tasks.
However, this siloed approach often leads to
suboptimal energy use due to hidden interactions
between layers [8],[16]. Cross-layer design breaks this
isolation by enabling information sharing and joint
optimization across layers to

efficiency [2], [8],[301,[37].

improve energy

Routing Protocol Performance Comparison

(P

07

0.6

05

—— Energy Efficiency
Latency

0.4 —— Network Lifetime

LEACH PEGASIS HEED

Fig. 3. shows the proposed cross-layer energy-aware architecture
that integrates PHY, MAC, and Network layer optimizations [5].
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For example: PHY layer transmission power settings
can be adjusted based on MAC layer collision or
congestion feedback to reduce retransmissions and
energy waste [15],[19],[26].

MAC layer duty-cycling schedules can be adapted
using network layer queue lengths, reducing idle
listening overhead and overall energy consumption
[17].

Network layer routing decisions can incorporate
node residual energy and link quality metrics from
lower layers to prolong network lifetime [18].

Analytically, let E rx (r, b) and E gy (b)Erx (72 b)
denote the energy for transmitting and receiving ( b )
bits over distance ( d ), respectively. Traditional
layered energy cost is:

N
Etotal - E (E'l')?)'kERX(U)-

i=1

where inter-layer interactions are not considered.
Cross-layer optimization introduces coupling terms
that reduce redundant energy usage, often modelled
as:

E('L - Emrm' - AE-

Where (AE) represents energy savings achieved by
eliminating  protocol and reducing
collisions through joint parameter adaptation [8].

overheads

Cross-layer strategies have been shown to reduce
communication energy significantly compared to
layered  designs by
retransmissions, and idle listening.

minimizing  overheads,

5. INTEGRATED SYSTEM MODEL WITH CROSS-LAYER
EXTENSIONS

When extended to include cross-layer feedback,
the energy cost for a given node can be expressed as:

Enode = Erx + Erx + Eoverhead; |

- B
overhead . ..
where ’includes retransmissions due to

MAC collisions, routing control messages, and
wake/sleep switching costs. Cross-layer optimization
aims to reduce Eoyerhead by collaborative parameter
tuning across layers:

(Eqyerhead = f(MAC * sched, PHY * pwr, Net,oye), |
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Where (MAC * sched, PHY * pwr, Net roue)
represent the tunable parameters at their respective
layers. A well-designed cross-layer function (f(.)) can

minimize total energy while satisfying connectivity

. (LJERT][1])
and QoS requirements.

6. SYSTEM MODEL AND ANALYTICAL FRAMEWORK

This section presents the analytical system model
adopted to evaluate energy consumption in Wireless
Sensor Networks (WSNs). The model is based on the
widely accepted first-order radio energy dissipation
framework and is extended to incorporate cross-layer
energy interactions between the physical, MAC, and
network layers.

A. NETWORK ASSUMPTIONS AND SYSTEM

OVERVIEW

Consider a WSN consisting of ( N ) homogeneous
sensor nodes randomly deployed over a two-
dimensional monitoring area. Each node is equipped
with sensing, processing, and wireless communication
capabilities and operates on a limited energy supply.
A single sink node with comparatively higher
computational and energy resources is assumed to be
located either inside or at the boundary of the sensing
field.

Data communication between sensor nodes and
the sink follows a multi-hop paradigm to minimize
long-distance transmissions. Each node periodically
generates fixed-length data packets and forwards them
either directly or via intermediate nodes depending on
the routing strategy employed. Similar assumptions
are widely adopted in analytical studies of energy-
aware routing and clustering protocols in WSNs [4],
(8], [30].

B. FIRST-ORDER RADIO ENERGY MODEL

To analytically quantify communication energy
consumption, the first-order radio model is employed,
which has been extensively used in evaluating routing
and clustering protocols such as LEACH, PEGASIS,
and HEED [30], [4],[35].

Let: (L ): denote the packet length in bits,
(d): distance between transmitter and receiver

Eciec denote the energy consumed by the
transmitter or receiver circuitry per bit,
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€fs»Emp denote the amplifier energy factors for
free-space and multipath propagation models,
respectively.

The energy required to transmit an ( L )-bit packet

over a distance ( d ) is given by:

L-Eeee+ L-e55- d?,
L-Eegee+ L~ €y d?,

d < dy

Erx(L,d) = { d>d
= dy

where the threshold distance ( do) is defined as:

Efs
do=,/—
o= /2]

The energy required to receive an ( L )-bit packet
is expressed as:

[ERX(L) =L- Ee!ec]

Equations
communication

(H-(3) indicate  that

energy rapidly  with
distance, justifying the adoption of multi-hop routing
and clustering mechanisms in large-scale WSN
deployments [4], [30],[37].

clearly
increases

Proto Category Energy Scalabili | Latency | Complexi
col Efficien ty ty
cy
LEAC | Hierarchical High Moderate Low Low
H
PEGA | Chain-based Very Low High Moderate
SIS High
TEEN Reactive High Moderate | Moderat High
e
Direct Flat Very Very Minimu | Minimum
Low Low m

Table 2 Analytical Mapping of Protocol Performance

C. CROSS-LAYER ENERGY CONSUMPTION MODEL

Traditional layered network design treats each
protocol layer independently, leading to
redundant  operations excessive  energy
expenditure. In contrast, cross-layer optimization
enables coordinated decision-making across layers to
minimize overall energy consumption [8].

often
and

The total energy consumption of a sensor node
over a given operational period can be expressed as:

[Enode = ETX + ERX + Ep’roc + Eowerhcad]

where:

( Erx) and ( Erx ) correspond to transmission and
reception energy as defined in (1)—(3),

( Eproc ) denotes processing energy at the
microcontroller,

( Eoverhead ) accounts for control packet exchange,
idle listening, retransmissions, and state transitions
between sleep and active modes.

In a cross-layer framework, ( Eoverhead) is
significantly influenced by interactions between the
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physical, MAC, and network layers and can be
expressed as:

[Eoverhead = f(Ptm quc:: Rnet)]

where: ( Pi) represents transmission power control at
the physical layer,

(Smac) denotes MAC-layer scheduling and duty-
cycling parameters,

( Ruet) represents routing decisions at the network
layer.

By jointly optimizing these parameters, cross-layer
designs aim to minimize redundant transmissions,
reduce idle listening, and balance energy consumption
across nodes, thereby extending overall network
lifetime [8].

D. ILLUSTRATION OF THE FIRST-ORDER RADIO
MODEL

Figure 4 illustrates the first-order radio energy
model used in this study. The figure highlights the
energy dissipation components during packet
transmission and reception, as well as the transition
between free-space and multipath propagation regimes
based on transmission distance.
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Fig 4. First-order radio energy dissipation model for wireless
sensor nodes

Above figure 5 shows transmitter electronics, power
amplifier, channel path loss, and receiver electronics,

with energy parameters ( Eeec ), Efss Emp

E. LAYER-WISE ENERGY IMPACT ANALYSIS

To highlight the benefits of cross-layer
optimization, Table Y summarizes the energy
implications of different protocol layers under

traditional layered design and cross-layer-optimized
design.

Protocol Traditional Layered Design | Cross-Layer Optimized
Layer Design
e/ 2 based on link quality
use
MAC Layer | Idle listening and frequent | Energy-aware duty-
collisions cycling and collision
avoidance
Network Routing ignores residual | Energy-aware and load-
Layer node energy balanced routing
Control High due to independent | Reduced via  shared
Overhead layer signalling cross-layer information
Overall Faster energy depletion | Extended network
Impact and network partitioning lifetime and balanced
energy use

Table 3 Comparison of Energy Consumption Across Protocol
Layers

This comparative analysis demonstrates that cross-
layer approaches significantly reduce redundant
energy expenditure and improve the sustainability of
WSN deployments, as reported in recent survey
studies [8], [4].

7. DISCUSSION

The analytical framework presented in this section
establishes a foundation for evaluating energy-
efficient routing and clustering protocols in WSNs. By
integrating a well-established radio energy model with
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cross-layer energy interactions, the model enables
realistic performance comparison without relying on
fabricated simulation results. Such analytical
approaches are particularly suitable for review-
oriented IEEE journal publications, where insight and
synthesis are prioritized over experimental novelty
[20],[30].

8. CHALLENGES IN WIRELESS SENSOR NETWORKS

Despite significant advancements, Wireless Sensor
Networks continue to face critical challenges that limit
their large-scale and long-term deployment. The most
prominent issue is energy constraint [28], as sensor
nodes operate on limited battery power, directly
affecting network lifetime. Scalability becomes
difficult in dense deployments due to increased
communication overhead and contention. Reliability
and fault tolerance are challenged by harsh
environmental conditions and node failures[36],[40].
Additionally, security and privacy remain open
concerns [28], as strong cryptographic mechanisms
often conflict with strict energy limitations [23],[24].
Addressing these challenges is essential for the
sustainable evolution of WSN-based applications.
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