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ABSTRACT: The current paper examines the role of event-driven architectures (EDA) to assist in ensuring the
synchronization of real-time data in various locations of the cloud. The current global systems have numerous challenges
such as delays in information, duplicate and regional interruptions in case information is modified at various points
simultaneously. This work is created with the help of AWS serverless primaries (Lambda, Kinesis, DynamoDB Streams)
and provides an event-driven model of synchronization that manages millions of users.

The experiment is an analysis of the latency, throughput, and error rates over the regions in the process of live replication.
It further verifies idempotence event handling and cross region restoration during the event of failures. Findings indicate
that pipelines supported by an event can continue with low latency rates, high availability, and a proper level of replication
regardless of network failures. There are also quantitative results, small code samples, and specific visualization charts of
the paper to explain the behavior of the system in a clear manner. Production-grade implementations are tweaked into
lessons that can be generalized into a blueprint that can be implemented in other enterprises. This study can be used to

construct stronger, smoother, and non-conformist data pipelines when using a distributed cloud system.
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I. INTRODUCTION

The current interconnected world is with such applications
where organizations run the applications over numerous
cloud regions to benefit the users around the world. Having
data in real-time within such regions is a significant
technological The old old-fashioned
synchronization in the form of batches or periodicity creates
delays and is resulting in inconsistency that can result in
data drift and a bad user experience. The proposed solution
to this is Event-Driven Architecture (EDA) that can process
data modifications in real-time. Every alteration forms an
event which is relayed, transmitted and put into practice in
real time on a regional basis.

issue. and

AWS has a high level of support on such architecture on
Lambda, Kinesis, and DynamoDB Streams provided on
cloud systems. This paper explains how event-driven design
can serve to enhance real time data updates in multi region
setting. It aims at assessing the high data volumes,
geographical latency, and the recovery of the system
following failures. The paper presents findings on the
performance, accuracy, and reliability by conducting
experiments of millions of events per minute. It further
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speaks of design lessons, surveillance techniques and
security challenges of cross region event propagation.

II. RELATED WORKS
Event-Driven Architectures in Distributed Systems

Event Driven Architecture (EDA) is a design pattern that
has become essential in data processing of real-time data in
the current distributed systems. The key concept with EDA
is that it responds to events in an asynchronous manner
giving systems the ability to be loosely coupled and scaled
up and be responsive even when the workload is stressful.

Synchronous communication is usually prone to bottlenecks
and inconsistencies in distributed environment, where
different services and usership are spread out across
geographical regions. To address these problems, EDA
provides asynchronous propagation of events, which make
the system timely and respondent [3].

According to the recent research, EDA has been becoming
significant in assisting scientific research, real-time
analytics, and industrial automation [1]. An illustrative case
of EDA application is the octopus’ platform that illustrates
the possibility of bringing together local event producers
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and cloud brokers using hybrid cloud-to-edge systems, at
the same time ensuring its security and reliability.

The event-based communication was found to be scalable
and performed with high throughput 4.2 million events per
second with octopus [1]. Such system design is also
consistent with multi-region data synchronization whereby
distributed clients are constantly communicating with each
other using event streams.

Another factor that has contributed to the development of
EDA is the emergence of serverless computing that offers
scalability on-need in processing events. In contrast to the
conventional architecture, serverless EDA systems like
AWS Lambda and Google Cloud Functions are
autonomously operated to eliminate overheads in operating
the infrastructure.

This dynamism of serverless models and EDA allows the
processing of events at a low cost and in a highly energy-
saving system [5]. The cloud-native solution also has the
benefit of the real-time failover, automatic recovery, and
coordination (decentralizing which) in various regions.

Event-driven systems have gained prominence in the
financial services, IoT and e-commerce industries that focus
on real-time decision-making [4]. These applications take
advantage of the event-sourcing patterns, an immutable
event captures all the changes, which makes the systems to
be able to rebuild the current states or recover failures with
an efficient manner [6]. In the study, it is highlighted that
event sourcing is important specifically in the data integrity
and audit traceability, which are essential in regulatory
compliance in global data setting.

Scalable Event Handling

Due to the introduction of serverless computing, event
workflow orchestration mechanisms have been changing
very quickly. The modest step functions like Amazon Step
Functions or Azure Durable Functions are not very friendly
when it comes to running a workflow at a large scale or over
a long-running period.

To address these constraints, more recent architectures such
as Triggerflow have been created to have extensible
orchestration based on open-source technologies such as
Knative Eventing and Kubernetes [2]. The Triggerflow
brings out the dynamic scaling and reactive optimization of
workload with the introduction of scheduling based on
triggers. This model would be particularly useful with a
scientific and enterprise quality of systems where loads
change depending on the intensity of events.
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The serverless orchestration coupled with event-driven
patterns leads to the key benefits of the synchronization of
a multi-region. Publishing and consuming of events in each
regional component can be done independently, with cloud
native platforms being able to replicate events in global
streams such as AWS Kinesis.

It has been shown that event orchestration systems have the
capability to process millions of simultaneous updates and
remain idempotent without duplication [2][7]. This is
essential in the world-wide implementations where
information at various zones need to intersect with no
contradictions.

EDA has the architecture of enabling real-time feedback
loops that are critical in cross-region data reconciliation.
Streams in DynamoDB used in AWS, can give a real-time
trigger in which a Lambda functional can be invoked and
allow the data to be replicated in other regions immediately.

This configuration provides systems to remain consistent
when there is a network partitioning or even a service
outage. Research indicates that the presence of checkpoint
synchronization and dead-letter queues are major aspects
that are used to guarantee reliability by eliminating loss or
duplication of events [5].

The other considerable advantage of serverless EDA is that
it is auto-scaled depending on the volume of events.
Automatic scaling Computing capacity is automatically
scaled according to event traffic using systems such as
Triggerflow or AWS EventBridge to minimize performance
and cost [2][5]. The model can help companies with
fluctuating demand known to operate on a global workload
so that the resources are efficiently utilized. Moreover, these
kinds of systems are effectively compatible with monitoring
tools in terms of measuring latency, throughput and delivery
success in order to ensure maintenance of service level
agreement in the realization of real time synchrony.

Cloud-Native Innovations

Cloud-native event processing has been innovatively driven
by the rising demand to have real-time analytics. In the
current application, the use of batch data movement is over
but, rather, it uses an unending data feed that enables real-
time insight and response [8].

The ability to synchronize real-time information across
regimes of the cloud makes it possible to use it in scenarios
such as detecting financial fraud, industrial control, and
collaborative editing systems, where the loss of only a
minimal amount of latency can cause service discontinuity.
Research indicates that Apache Kafka, AWS Kinesis, and
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Spark Streaming are the names of technologies that
underline large-scale event pipelines [7].

Complex event processing (CEP) techniques along with
event-driven models enable systems to monitor and react to
event patterns of complex nature [10]. Indicatively, CEP
systems have the capability to identify composite events
within video or sensor input streams, which shows that they
are not only limited to structured inputs.

The studies conducted on the Video Event Knowledge
Graph (VEKG) framework demonstrate the efficiency of
graphs based on the event to find and detect and provide
pattern recognition with sub-second delay [10]. The concept
used in video analytics are generally applicable to the sphere
of synchronization, although this is not the point of this
problem: the overall aggregation of events and quick pattern
recognition is necessary in both scenarios.

The other paper focuses on the event sourcing pattern as a
prominent innovation towards obtaining coherence in the
distributed systems [6]. Event sourcing is a technology that
synchronizes replicas of operations of other parts of the
world even in asynchronous state of things by defining each
system operation as an event with permanent storage.

This architecture eases the process of reconciling them in
the event of network splits/service failures because the event
log is the source of truth. The pattern also enables auditing
and roll back, which are in compliance with the regulated
industry.

Cloud-native systems are also made to support Lambda,
Kappa, and HTAP architectures to improve real-time
analytics and synchronization [8]. These patterns can offer
various methods of combining event streams and historical
data in a single approach allowing hybrid strategies in which
systems can combine speed and accuracy. With the
movement of enterprises to multi-cloud and multi-region
architecture, integrating these architectures will provide
them with flexibility in deploying, as well as quick recovery
of regional outages.

Research also reports that real-time distributed systems
should cope with the data residency and privacy regulations
especially in the industries like finance and care [4][6].
Replication that is caused by events shall adhere to these
constraints by making sure that sensitive data is not
transferred across unauthorised territory. As a result, multi-
region architectures can absorb access control layers and
event encryption systems, as fine-grained security model of
Octopus does [1].
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Research Challenges

Due to the ongoing maturity of EDA, there are various
research trends that determine the future of real-time
synchronization. A new trend is the use of Al and machine
learning in event pipelines in order to allow intelligent
routing, anomaly detection and predictive synchronization.
Historical flows of events can be analyzed by the machine
learning models to predict the congestion or possible
replication failures to preempt the scaling measures [7].

HITL concepts of Al systems are also being scaled down to
event-driven monitoring, which can provide human control
in automated synchronization pipelines [9]. This applies
more to the application of critical applications that require
high reliability and adherence to ethics.

The other issue is one of dealing with event ordering and
idempotency on worldwide scale. Speaking of the
asynchronous movement of the events between periods, it is
complicated to preserve the proper order. It is suggested in
the research to apply unique identifiers to denote the events,
use logical time places and imitate the possibility of the
repeats to be able to make sure that the changes are applied
once only [3][6]. By doing so, these practices minimize the
possibility of data drift i.e. duplicates of the same dataset
becoming out of sync.

EDA is also subject to emerging opportunities and
challenges brought by increased use of edge computing
[1][4]. Event fabrics need to support millions of small
updates sent by nodes located at different locations as more
and more devices produce data at the edge. It has been
shown, such as by hybrid frameworks such as Octopus, that
it is possible to balance latency against consistency by
having local processing with centralized coordination. In
order to achieve alignment between the cloud layer and edge
layer, additional models are needed to recover the faults,
replicate the checkpoints, and implement the security
policy.

The concepts of resilience and observability have taken a
central place in research in EDA. The distributed event
systems should also have powerful monitoring and alert
systems to monitor the performance and report on a real-
time anomaly [5][7]. The latency and the throughput are
among the key performance indices used to measure the
health of the system as well as the success rate of the event
delivery. The queues and checkpoint synchronization are
features that offer fault isolation and recovery outlets in the
case of regional outages and ensure service delivery.

In the studies reviewed, event-driven architectures are
identified as the basis of attaining real time synchronization,
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scalability as well as resiliency in the distributed cloud
systems. Since the border to cloud fabric by the Octopus
vendor [1] or the orchestration features of Triggerflow [2],
empirical results clearly demonstrate that event-oriented
communication is better than the past request to response-
based application framework.

This is even more enhanced by the use of serverless and
cloud-native technologies which allow it to auto-scale,
tolerate failures and be economical in operation.
Nonetheless, the items that still need challenges
includeOrdering, compliance, and cost-performance trade-
offs optimization. The way forward in the future is to
combine Al-driven prediction with human control and to
build more robust observability architectures to bring out
the fully autonomous, repairing multi-region event systems.

III. METHODOLOGY

The paper will apply a quantitative and experimental
method to learn the effect of event-driven architecture on
the real-time data synchronization in different cloud
regions. It is aimed at testing and measuring the
performance of an event-based model in case updates occur
simultaneously in various sites. The components of Amazon
Web Services (AWS) that have been mostly used in the
work to construct and monitor an event-driven system
include Lambda, Kinesis and DynamoDB streams.

System Design

The initial task was to make a multi-region event pipeline
which can be simulated to use in the real world in the case
of an enterprise. The system comprises of three areas, as
US-East, Europe-West, and Asia-South. Applicable to
every region, there is a DynamoDB table that contains
replicated data. These regions are streamed using AWS
Kinesis and event processing and forwarding is done
automatically using AWS Lambda functions.

Python scripts are used to create fake events in order to test
real-time synchronization. These events signify a change of
data by the user in various regions. The logs and monitoring
of the incoming updates also are handled by a small Node.js
function. The regions are asynchronously evaded with the
help of Kinesis streams and process updates, which are all
processed simultaneously with Lambda functions. This is
used in the process of measuring latency and consistency
when active replication occurs.

Experimental Procedure

Controlled workloads were performed on the system using
various event volumes such as 10,000 event, 100,000 event
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and 1,000,000 event per minute. Three important
performance measures of each workload were gathered:

e Replication Latency (ms): It is the time to
creation of events and confirmation in every
region.

e Event Throughput (events/sec): This is the
number of events that are being processed per
second within the system.

e Error Rate (%): The percentage of
determinations of errors or duplications which are

found in the process of synchronization.

All experiments were operated during 30 minutes. The
mean, maximum, and minimum values of the Braden
School of Nursing under varying loads were noted and
compared. This information is useful in realizing the
impacts of scaling on synchronization reliability of an
event-driven environment.

Quantitative Data Collection

The quantitative method of data collection involved the
events logged in Amazon CloudWatch and AWS X-Ray.
The logs in Amazon CloudWatch and AWS X-Ray were
taken to trace all events. The metrics were also exported into
CSV and analyzed with Python (Pandas, Matplotlib). The
graphs were also developed to depict the trends in the forms
of the latency and throughput and error rate and workload
and replication time in regions.

The findings section contains a small piece of Python code
(to generate events) and a Lambda function (to replicate
events) to demonstrate the way real data had been
processed. The snippets are the extracts of the main
components of the event pipeline such as: one depicting
event creation code and another depicting idempotent event
processing Lambda code. These samples aid in the
explanation of the implementation in such a way as it makes
the relation of experimental setup to the results.

Cumulative Events Processed (10 min) with Confidenc
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Validation

In order to ensure that the results were credible, the test was
conducted a number of times under similar conditions. All
of them were repeated three times in order to ensure
consistency. The queues had to be monitored in order to be
sure that no loss of events took place. The idempotency was
ensured using event IDs and duplication was prevented
between regions.

The obtained findings were confirmed by conducting
comparison between actual times of replication and
anticipated thresholds (which were less than 300
milliseconds). Event delivery, as well as absence of the lack
of data drift between regional databases, were verified by
system logs and CloudWatch metrics.

IV. RESULTS
System Performance

The experimental design was aimed at determining the
speed and consistency of event-driven synchronization with
the event of updating data regionally. There was an AWS
region (US-East, Europe- West, Asia- South ) which had a
dynamoDB table and a linked Kinesis stream. When
something happened in a particular region, this would get
sent to the other regions using Kinesis and then worked on
using Lambda and stored in DynamoDB.

Error Rate (%) by Workload and Region
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The former test measured the implementation of the

replication latency modulation as the events per minute are
increased. This system began with 10,000 events a minute
and later was gradually expanded to 1,000,000. It was
observed that the latency was maintained at lower values in
a constant state even with high number of parallel events
indicating that the event-driven technique has scaled to a
good extent.

Table 1: Average Replication Latency

Asia-
Workload US-East Europe- S s1ath
(Events/Min) | Avg West Avg | >

Avg
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Latency Latency Latency

(ms) (ms) (ms)
10,000 142 158 173
100,000 189 203 211
1,000,000 247 262 275

The findings indicate that the latency experienced some
slight growth with increase in load though it was below 300
milliseconds, which is good with real-time system. The
primary cause of the positive performance was an
asynchronous event propagation based on the AWS Kinesis
and stateless processing of AWS Lambda.

All the three regions kept close values of latency in case of
observation implying that there was no huge lag or drift
between regions. This demonstrates the fact that the system
was efficient at global replication without having to rely on
synchronous lock or waiting times.

Event Consistency

In the second section of the experiment, throughput and
error rate was measured. The throughput indicates the
number of events that were processed and the rate of errors
indicates the number of events that were not processed or
duplications. This was a test on whether the event-driven
model may maintain high performance and reliability under
heavy loads.

Table 2: Throughput and Error Rate

Workload Avg Error | Duplicate
(Events/Min) Throughput Rate Events
(Events/Sec) (%) (%)
10,000 167 0.02 0.00
100,000 1,633 0.04 0.01
1,000,000 16,781 0.07 0.02

The throughput as illustrated above almost increased with
the workload in a linear manner, i.e. the pipeline of the event
handled itself without human intervention. The error rate
was still less than 0.1% even in one million events per
minute that is very low. This output proves that the use of
idempotent event processing was effective, and the process
was not updated or had any missing records in the
replication.

In order to be idempotent, events received an individual
event ID in DynamoDB and were then processed. This was
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done by a short Python Lambda code snippet as shown
below:

# Code Snippet 1: Idempotent Event Handling in AWS
Lambda

import boto3
dynamodb = boto3.resource('dynamodb')
table = dynamodb.Table('RegionalData')
def lambda_handler(event, context):
for record in event['Records']:
event_id = record['eventID']

if not
event_id}).get('Item"):

table.get item(Key={'EventID'":

table.put_item(Item={'EventID": event id, 'Data"
record['body']})

return {"status": "ok"}

The following simple Lambda function is used to ensure
that the event ID is not inserted twice by checking its
existence in the first place. This reasoning ensured no
duplication happened when the same event was provided by
Kinesis a number of times, a case of duplication can occur
during retries.

Event Throughput over Time (1 hour) with Anoma
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The other insightful fact was that the Lambda auto-scaling
increased the quantity of instances of the functions
automatically with increase in event volume. The system
automatically reconfigured and sometimes scaled as many
higher relating to Lambdas to 120 and throughput was
sustained fully with no manually enforced modification.

Failover Testing

The experiment that was conducted during this stage was to
determine the fault tolerance of the system by experiencing
a temporary failure in one area. The Kinesis stream was
separated by five minutes as the Asia-South region was not
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in touch with other areas. After restoring the connection
again, all the events that had been lost were sent
automatically on dead-letter queues (DLQ) and checkpoint
positions.

Table 3: Regional Failover Recovery

Dat | it
Test Recover | Events a Correctio
Conditio | y Time Recovere | Los .
n Time
n (Sec) d S (Sec)
(%)
B T 0 0.00 | 0
Operation
5-Min
Asia-
6 50,000 0.00 | 8
South ’
Outage
10-Min
Asia-
11 100,000 0.00 | 12
South
Outage

Once reconnected, all the events that were pending before
were reinstated properly without losing any data and this
confirmed that checkpoint synchronization and DLQs
worked. There was a small increase in recovery time with
the duration of outage which indicated the resilience and
automatic recovery of the system. This proves that there is
greater applicability of an event-driven pipeline in the
context of multi-region failover particularly in those
applications that cannot afford to wait or experience data
inconsistency.

The following is a miniature code snippet of a Node.js
Kinesis consumer that demonstrates how to track the
checkpoints to make a recovery at the point where the
previous event had been processed:

// Code Snippet 2: Kinesis Stream Consumer with
Checkpoint

const AWS = require(‘aws-sdk');
const kinesis = new AWS.Kinesis();
let lastCheckpoint = null;

async function processEvents(streamName) {

const params = { StreamName: streamName,
ShardlteratorType: 'LATEST' };
const iterator = await
kinesis.getShardlterator(params).promise();
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let data = await kinesis.getRecords({ Shardlterator:
iterator.Shardlterator }).promise();

data.Records.forEach(record => {
console.log("Event received:", record.Data.toString());

lastCheckpoint = record.SequenceNumber;

1
}

This script was used in assuring that no such events were
missed when coming out of regional downtime. It was
beneficial in supporting the fact that checkpoints functioned
as intended in live tests.

Quantitative Analysis

The last analysis was used to incorporate all the data
obtained to measure performance, consistency, and
scalability. The quantitative outputs indicated that there was
a definite correlation between the event volume, latency and
throughput. Latency slightly increased with the number of
events but still it was very small as compared to the
acceptable limit of 300 milliseconds.

The throughput grew gradually, indicating that the number
of simultaneous updates that the system could process was
very large and there was no crash or slowed down of the
system. The serverless Architecture of event-driven proved
to be light enough and self-scaling, as well as requires no
server management or complicated configuration.

Table 4: Key Performance Indicators (KPIs)

. Measured Target
Metric Value Thrishold Result
Avg
Replication 211 ms <300 ms Passed
Latency
Peak 16,781/sec > 10,000/sec | Passed
Throughput
Error Rate 0.07% <1% Passed
Data Loss
During 0.00% <0.1% Passed
Failover
Drift
Correction 12 sec max | <15 sec Passed
Time

The performance indicators were all far below the set limits.
The various tests also maintained stability and accuracy of
the synchronization between regions. The Kinesis and
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Lambda integration were very successful to provide high
throughput, low latency as well as automatic error recovery.

OMonte Carlo: Replication Latency Distribution
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The quantitative data were also used to show how different
services operated by AWS eased the synchronization model.
There was no reason to have message queues, partitions, and
scaling policies to be managed manually. The event-driven
design supported elasticity and fault recovery independently
and demonstrates how the new serverless systems can
supersede the old monolithic sync models.

Besides the performance, it was also tested that data
integrity was guaranteed through checking the values of the
checksum between replicated data between regions.
Checksum difference was 0 in every test, which implied that
same data was found at all locations without corruption and
time lag.

Interpretation of Results

Based on the observed information, it is evident that event-
driven synchronization is a well-founded framework of the
real-time updates of the distributed cloud systems. The
Kinesis- AWS Lambda- DynamoDB trio allowed
replicating at a high rate and being rather expensive and
convenient to operate.

The success factors include:

e Asynchronous communication, slows down the
blocking of regions.

e Stateless Lambda is a functional language where
the massive parallelism of functions is possible.

e Non-destructive processing, which is an anti-
duplication measure.

e  Checkpoints, DLQs so there is no data loss when
there are outages.

The two main lessons learned are:

1. Event-based pipelines are auto-scaling but
partition size can be optimized in Kinesis through
tuning to greatest capacity.
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2. The biggest influence on cross-region latency is
calculated on the distance of the network, although
efficient batching and compression diminish the
effect.

This experiment also demonstrates that multi-region event-
driven architecture can be used in those applications where
a global consistency is needed in near real time e.g. financial
transaction  monitoring, updates and
collaborative data system.

c-commerce

The paper discovered that event-based synchronization
performed well in the multi-region configurations in terms
of quantitative performance. It proved to be fast to replicate,
has zero data loss, and has a great failover recovery with
simple components of AWS. The two small pieces of code
explained how idempotency and checkpointing achieved
consistency of data. The gathered measurements
demonstrate that an event-driven and serverless architecture
is not just a scalable one, but a robust and reliable one that
provides a good blueprint that can be followed by a business
that is interested in updating their real-time pipelines of
data.

V. CONCLUSION

The paper demonstrates that event-based architectures can
be used to offer a robust and effective method of real time
synchronization of data within a distributed cloud
environment. With the AWS serverless services: Lambda,
Kinesis, and DynamoDB Streams, one can create systems
that automatically synchronise updates between regions
with extremely minimal lag. The experiments proved that
the level of latency was within reasonable limits even in the
cases of heavy workloads, whereas the error rates were less
than a percent. The consistency and reliability of the
features such as idempotent event processing, checkpoint
synchrony, and dead-letter queues were provided.

These findings confirm that the EDA is scalable and fault-
tolerant hence being applicable to application in the
enterprise level. Also, automation, monitoring, and region-
level failover enhanced a system recovery whenever there
were problems in the network. The results provide evidence
that the performance of event-driven models is improved
along with the fact that it is easier to maintain because fewer
tasks are performed manually to synchronize with the
model. It can be improved by further future work on
predicting events and using Al to routing more effectively
to enhance performance on a global basis. Modern and real
time multi region data systems builds a solid foundation on
event-driven synchronization.
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