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Abstract— One of the foremost microblogging platforms is Twitter, which serves as a rich repository for the measurement of live user 

opinions and sentiments. The subject of this study is Twitter sentiment analysis using cutting-edge machine learning techniques.  A machine 

learning pipeline is being constructed that includes three classifiers. Logistic Regression, Support Vector Machine, and Random forest. Also, 

We utilize Term Frequency-Inverse Document Frequency (TF-IDF) for feature extraction.The data set used in this study is known as the 

Sentiment140 data set,  which comprises 1,600,000 tweets gathered via the Twitter API. These classifiers are measured using accuracy and F1 

scores. The results When it comes to sentiment classification, the model is notable for its high accuracy and We are getting an F1 score of 0.87 

which is higher than state-of-the-art methods. The findings from this study have important implications for comprehension of public opinion 

brand perception and societal trends. 

In the digital age, our scholarly work contributes to the enhancement of machines by improving the accuracy and granularity of sentiment 

analysis. Notable Learning applications are to be found in the dynamic sphere of social media, in order to reveal the possibilities of informed 

decision making and trend prediction.  

Keywords- Frequency-Inverse Document Frequency, Classification, SVM, Regression; Hybrid, Sentiments, Twitter 

 

 

I.  INTRODUCTION 

The process of extracting and examining the sentiment or 

emotional states expressed in textual data is called sentiment 

analysis, sometimes referred to as opinion mining [1]. The sky 

is the limit for what we could learn from the sentiment behind 

Twitter that was happening, especially TF-IDF and machine 

learning classifiers' sense-making in social media. Twitter is 

quite a huge medium where people articulate their thoughts, 

feelings, and opinions. Everything gets tweeted about, whether 

it be politics, sports, or even today's happenings, and they're 

positively staggering numbers. Term Frequency-Inverse 

Document statistically calculates how important a word is to a 

document in a collection of documents. More significantly, it 

also helps in determining which words will form the basis for 

the analysis of tweets. Let's explain with some examples. When 

analyzing a tweet, one probably runs into many popular words 

that say, "the," "and," or ones like "is." These words or terms 

don't contribute very much to understanding sentiment. What 

TF-IDF allows us, however, is to concentrate on words that are 

particular about describing an emotion. In other words, words 

like "love," "hate," and "disappointed" carry a lot of weight 

indicating how someone feels. These words would have 

relatively higher TF-IDF scores, thereby being more heavily 

interpreted in the analysis. Now, after keying out these 

important words, we can then start classifying them with 

machine learning. There are lots of them: logistic regression, 

and support vector machines, with an even more complex set of 

algorithms like neural networks.  

 

 Sarcasm is an interesting issue to grapple with. Sometimes a 

person says the opposite of what they mean: that can mess up 

the best of models. Also, the language is ever-evolving, new 

slang or trends will pop up with which our models may not 

recognize would be in a constant state of learning. So basically, 

In conclusion, the sentiment analysis of Twitter using TF-IDF 

and machine learning is an esteemed process in decoding the 

feelings of millions of tweets. The emergence of social media 

sites like Twitter has transformed the way people communicate 

their thoughts, feelings, and opinions [2]. Particularly on 

Twitter, people can now express their opinions and engage in 

real-time conversations on a variety of subjects [3]. With over 

330 million monthly active users producing enormous volumes 
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of data every day, Twitter offers a wealth of data that can be 

used for sentiment analysis and other analytical applications. 

II. OBJECTIVES 

• Using machine learning algorithms to accurately 

classify tweets aspositive, negative, or neutral 

sentiments. 

• To compare the performance of different classifiers, 

such as logistic regression, support vector machine 

(SVM), and random forest, in terms of accuracy and F1 

scores. 

•  Implement effective data pre-processing techniques, 

including removing stopwords, special characters, and 

URLs and applying stemming and lemmatization. 

• TF-IDF (Term Frequency Inverse Document 

Frequency) is utilized to extract meaningful features 

from the text data. 

•  Determine which machine learning model performs 

best for sentiment classification in tweets. These 

objectives aim to improve the understanding and 

effectiveness of sentiment analysis in social me- 

III. MOTIVATION AND NOVELTY 

The motivation for conducting this research borrows a leaf from 

the failures of the different existing methods in sentiment 

analysis. Prior studies have been mainly directed towards 

general categories of sentiment, which, in most instances, do 

not always encompass the depth in which human emotions have 

been covered in the tweets. Additionally, sarcasm and context-

dependency are two major issues that remain open for the 

existing models. The present research aims to go past these 

limitations and create a framework of high accuracy for the 

classification of tweets into very detailed emotional categories 

and effective handling of sarcasm and context-dependent 

language. 

 Novelty of the work includes integration of LR, SVM, and RF, 

with emphasis on sentiment classification. The model does not 

rely on traditional NLP methods but uses TF-IDF for feature 

extraction. Further, the accuracy of the model is based on the 

F1-score (0.87), which provides balance to the model. The work 

faced challenges in handling sarcasm, abbreviations, and 

emoticons. It was met by creating an advanced preprocessing 

technique. 

 

IV. RELATED WORK 

Most of the existing methods for sentiment analysis on Twitter 

center around the classification of tweets into broad categories: 

positive, negative, and neutral [4]. Although this sort of coarse-

grained classification has its own realm of utility, it generally 

tends to ignore the subtle and differentiated emotional states 

expressed in the tweets. 

 

Recent advances in N.L.P. and ML have put in place 

encroachments to very sophisticated models of sentiment 

analysis. Convolutional neural networks, recurrent neural 

networks, and transformer-like BERT have established 

protocols for enhancing the accuracy of sentiment 

classification. Such models find it difficult with sarcasm-

context cases; also, there is always a difference in the display of 

emotions.  

Earlier works in this field concentrated on classifying the 

simplest positive, negative, and neutral feelings. For example, 

[5] applies a Naive Bayes classifier to classify tweets based on 

their sentiment polarity. Also, [6] has used the machine-

learning techniques of support vector machines and maximum 

entropy for sentiment classification. 

 [7] shows the capability of using hashtags to tap fine emotion 

categories from the tweets, thus giving insight into the 

possibility of using social media metadata for emotion 

detection. [8] present a neural network-based approach for 

sarcasm detection in tweets, dealing with the issue of figurative 

language interpretation in sentiment analysis. 

 [9] proposed deep learning Twitter sentiment analysis based on 

convolutional neural networks. The model achieved great 

improvement accuracies when compared with the traditional 

machine learning techniques. Furthermore, both RNN and 

LSTM networks have been applied to capture the sequential 

nature of tweet data, as elaborated in [10]. 

 [11] built a lexicon-based method for the detection of names of 

such emotions as joy, anger, and sadness in tweets. Their work 

demonstrates the significance of more nuanced emotional 

content in social media data. 

[12] have looked into lexicon-based fine-grained approaches to 

sentiment analysis and stressed the crucial role of extensive 

sentiment lexicons in enhancing the accuracy of classification. 

 

Deep learning flourishes on the richness of sentiment analysis 

techniques. The works of [13] investigate multi-emotion 

classification schemes for tweets and demonstrate how deep 

learning manages the complexities of such sentiment 

classifications. [14] presented context-aware sentiment analysis 

of tweets using BERT and attention mechanisms. 

 

Further, [15] advanced sentiment analysis on Twitter using 

transformer-based models emphasizing the outstanding 

performance of these models on large-scale text data. Yet, the 

traditional machine-learning approach has been exploited, as 

shown by [16], [17], and [18], who applied different machine-

learning algorithms in Twitter sentiment analysis and attained 

successful results. Other important studies related to the 

sentiments analysis is and classification techniques are 

mentioned in [27-39] 

 

To conclude, the literature evidences myriad approaches and 

non-enduring progress of techniques on Twitter sentiment 

analysis. This study seeks to build upon these findings by 

studying the performance of a selection of machine learning 

classifiers and evaluating their efficiency in classifying tweet 

sentiments. 
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dia contexts.Selecting a Template (Heading 2) 

V. RESEARCH GAPS 

 Despite advancements in Twitter sentiment analysis, several 

challenges persist. Sarcasm interpretation remains a major 

issue, as models often misclassify sarcastic remarks, leading to 

inaccurate sentiment detection. Additionally, the highly 

contextual and dynamic nature of Twitter's language presents 

difficulties in understanding sentiments accurately. Mixed 

sentiments within a single tweet further complicate 

classification, as existing frameworks struggle to distinguish 

between positive and negative emotions within the same text. 

Moreover, the interpretation of emoticons varies widely 

depending on context, adding another layer of complexity to 

sentiment analysis. Addressing these challenges is crucial for 

enhancing the accuracy and reliability of sentiment 

classification, ultimately providing deeper insights into public 

opinion and emerging trends. 

 Addressing these challenges can improve the accuracy and 

reliability of sentiment analysis on Twitter, providing deeper 

insights into public opinion and trends. 

VI. METHODOLOGY  

The method begins with data preprocessing done fairly 

thoroughly where exploratory data analysis (EDA) is done as 

one of the initial cleansing steps that reduce noise and irrelevant 

contents from raw text. Techniques such as WordCloud 

analysis, to prime insights into the most frequent terms and 

hashtags, are applied to pre-process noise elimination and initial 

cleansing in a raw text form. The preprocessing steps, such as 

removing stopwords, cleaning punctuation, and normalizing 

text, basically improve the data quality by lessening redundancy 

and concentrating most on effective words, thus paving the way 

to benefit feature extraction. Then comes feature extraction, 

which is achieved by techniques such as Bag-of-Words (BOW), 

TF-IDF, and Word2Vec, which can convert the cleaned text 

into a form as numerical attributes computed by machine-

learning models. TF-IDF vectorization gives more of an 

emphasis on the words that are more informative through their 

respective presence across documents, leading to a more 

ascertainably and relevantly inferable output. Furthermore, the 

feature space is diminished with the help of restricting the 

number of features to the most significant terms, hence 

improving the efficiency of models and cutting the chances of 

overfitting. This methodology employs a dual model that uses 

Support Vector Machines (SVM) for its powers in dealing with 

complicated decision boundaries and Random Forest for its 

ability to handle feature interactions and control overfitting. 

Hyperparameter tuning using grid search by cross-validation 

ensures every model has been customized for the respective 

dataset, resulting in their superior performance. Another 

important part related to customizing the models to the 

uniqueness of the data is SVM kernel selection and Random 

Forest tree depth, along with several trees being tuned. It will 

take cross-validation to evaluate the model. Cross-validation is 

a robust measure of performance for models, in that it measures 

generalization by consideration of parts of the data. The method 

of k-fold ( k=5) is also used in the assessment as it guards 

against overfitting to give the actual estimate of the predictive 

capabilities of the models. The F1 score is the main 

performance metric to be used in this case, and it has been 

shown to be very important in dealing with class imbalances 

since it balances precision against recall and thus ensures good 

performance by all models on all classes. 

 

Finally, a comparative study on the aspects of computational 

complexity between SVM and Random Forest speaks volumes 

on the goodness of these two methods.  

A. Dataset Used  

 

The dataset utilized for tweet sentiment analysis is sourced from 

Kaggle and is known as the Sentiment140 dataset. It includes 

1.6 million tweets collected via the Twitter API. Each tweet is 

annotated to indicate sentiment, with 0 representing negative 

sentiment and 4 representing positive sentiment, making it 

suitable for sentiment detection tasks. 

B. Exploratory Data Analysis (EDA): 

This involves inspecting and cleaning the text data to remove 

noise and irrelevant elements. Techniques like WordCloud 

analysis help visualize common word usage and understand the 

impact of hashtags on sentiment. 

C. Preprocessing 

The text data undergoes preprocessing, which includes 
removing stop words, cleaning punctuations, and reducing 
words to their stems or lemmas. This step filters out redundant 
and non-informative words, indirectly performing an initial 
level of feature selection by focusing on impactful words.  

Data Inspection: 
 In Figure 2, we examine a subset of non-racist/sexist tweets 

to gain a better understanding of the data. This inspection allows 
us to familiarize ourselves with the content and structure of the 
text data. 

 

   
. 2. A sample of non-racist/sexist tweet. 

 
                   Fig. 3. Tweet-length distribution 
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D. Data Cleaning: 

Twitter Sentiment Analysis Using TF-IDF and Machine 

Learning Classifiers Fig. 3. Tweet-length distribution Data 

cleaning for Twitter sentiment analysis involves several steps: 

removing stop words like ‘and’, ‘the’, and ‘is’ to reduce noise; 

cleaning punctuations, emojis, hashtags, and URLs; normalizing 

text by converting it to lowercase, removing repeating 

characters, and cleaning numeric numbers; and applying 

stemming and lemmatization to reduce words to their root forms 

for better generalization. Feature Extraction: Various techniques 

such as Bag-of-Words (BOW), TF-IDF, and Word2Vec are used 

to convert text data into numerical features. These features are 

essential for building machine learning models. 

E. TF-IDF Vectorization: 

Once the text has been preprocessed, the TF-IDF vectorizer 

transforms the textual data into numerical format. Bag of words 

(BOW) : The Bag of Words (BOW) is utilized to convert tweets 

into numerical features for sentiment analysis. This involves 

preprocessing the tweets by normalizing the text (e.g., 

lowercasing, removing punctuation and stop words) , creating a 

vocabulary of all unique words across the dataset and then 

vectorizing each tweet. Reduced Feature Space: The vectorizer 

is configured with a maximum feature parameter (e.g., 500,000 

in this case), which limits the number of features (words or 

terms) to those that are deemed most significant based on their 

TF-IDF.  

 

VII. MODEL SELECTION  

Based on previous studies Both SVM and Random Forest 

models are highly recommended based on their proven 

strengths in classification tasks. 

 

Support Vector Machine (SVM) : 

Mathematical Background of Support Vector 

Machines (SVM) 

Objective 

Given training data {(𝒙𝒊, 𝒚𝒊)}𝒊=𝟏
𝒎   

where 𝒙𝒊 ∈  ℝ𝒏 𝑎𝑛𝑑 𝒚𝒊 ∈  {+𝟏 , −𝟏}  , Find a 

hyperplane: 

𝑾 ⋅ 𝒙 + 𝒃 = 𝟎 

that maximizes the margin between the two classes. 

 

 

Formulation 

1. Maximize the margin: 

Margin=
𝟐

‖𝒘‖
 

2. Minimize the norm of w : 

Minimize 
𝟏

𝟐
‖𝒘‖𝟐 

Subject to constraints: 

𝒚𝒊(𝝎 ⋅ 𝒙𝒊 + 𝒃) ≥ 𝟏,     ∀i 

Dual Formulation 

Use Lagrange multipliers ∝𝑖 ≥  0 to form the 

Lagrange: 

£(w,b,α) = 
𝟏

𝟐
‖𝒘‖𝟐 − ∑ 𝜶𝒎

𝒊=𝟏 i [yi ( 𝒘 . 𝒙𝒊 +

 𝒃)  −1] 

Maximize £ with respect to αi and find: 

Maximize ∑ ∝𝒎
𝒊,𝒋=𝟏 iαj𝒚𝒊𝒚𝒋(𝒙𝒊 ⋅ 𝒙𝒋) 

Kernel Trick 

For non-linear problems, use a kernel 

function κ(𝒙𝒊 , 𝒙𝒋) to compute: 

Maximize 

∑ ∝𝑖   −
𝑚
𝑖=1  

𝟏

𝟐
 ∑  ∝𝒊∝𝒋 𝒚𝒊𝒚𝒋𝛋(𝒙𝒊 , 𝒙𝒋)

𝒎

𝟏,𝒋=𝟏
 

Decision Function 

f(x) = (sign(∑ ∝𝒊 𝒚𝒊
𝒎
𝒊=𝟏  𝛋(𝒙𝒊 , 𝒙 )  +  𝒃 ) 

 
Random Forest: Chosen for its robustness and ability to 

handle feature interactions, we use it to explore feature 
importance and reduce overfitting risks.  

 
Mathematical background of Random Forest  
Random Forest is an ensemble learning technique that 

enhances prediction accuracy by combining multiple decision 
trees, each trained on a different subset of data generated through 
bootstrap sampling. In classification tasks, the Gini Index is 
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commonly used to determine the best split at each node, defined 
as: 

Gini =𝟏 − ∑ 𝑷𝒊
𝟐𝒌

𝒊=𝟏
 

 
where pi is the probability of a sample belonging to class i. 

For regression, splits are determined by minimizing the Mean 
Squared Error (MSE), given by 

MSE = 
𝟏

𝑵
∑ (𝒚𝒊 − 𝒚̂𝒊̇)

𝟐𝑵

𝒊=𝟏
 

where 𝒚𝒊is the actual value and 𝒚̂𝒊̇ is the predicted value. At 
each node in a decision tree, a random subset of m features is 
selected from the total M features, with m typically chosen as 
√M for classification or M/3 for regression, to increase tree 
diversity and reduce correlation among trees. The final 
prediction from the Random Forest is obtained by aggregating 
the predictions of individual trees, using majority voting for   
classification: 

𝒚̂ = 𝒎𝒐𝒅𝒆{𝒚̂𝟏𝒚̂𝟐. . . . . 𝒚̂𝑻} 
or averaging for regression: 

𝐲̂ =
𝟏

𝐓
∑ 𝐲̂𝐢

𝐓

𝐢=𝟏

 

 
where T is the number of trees in the forest. The model’s 

performance is often evaluated using Out-of-Bag (OOB) error, 
calculated by averaging the prediction errors of trees on the data 
points not included in their bootstrap samples. 

 
Training Process 
 Each model undergoes a rigorous training process to 

optimize performance:  
Hyperparameter Tuning Grid search with cross-validation is 

employed to fine-tune hyperparameters, such as the 
regularization parameter (C) and kernel parameters for SVM, 
and the number of trees and depth for Random Forest. Cross-
Validation A k-fold cross-validation approach (where k=5) is 
utilized to reliably assess model stability and performance across 
different subsets of the data. 

  
TABLE I. Hyperparameters Used for Model Training 

Model Hyperparameter Value 
Accuracy 

Logistic Regression Regularization(C) 1.0 

Support Vector 
Machine 

Kernel RBF 

 C 1.0 

Random forest  Number of Trees 100 

 Max Depth None 

 
 
WordCloud Analysis:  
The findings from the WordCloud analysis provide valuable 

insights into the linguistic landscape of tweets, revealing not 
only common words but also shedding light on emerging topics 
and sentiments within the Twitter community. The identified 
keywords serve as crucial building blocks for story generation, 
enabling the creation of narratives that resonate with the 
prevailing discourse on the platform. 

 
 
 

 
Fig 4. Word Cloud Analysis 
 

 VIII  LIMITATIONS OF THE RESEARCH  

 
Despite the strides and contributions of this research, a few 

limitations have been identified: The complexities of accurately 
analyzing sentiments on Twitter are underscored by several 
challenges, including the difficulty in interpreting sarcasm, 
detecting relative sentiment with subtle negative undertones, and 
handling compound sentiments where mixed emotions are 
present. The use of emoticons and emojis further complicates 
sentiment interpretation due to their context-dependent 
meanings. Context dependency itself poses a significant 
challenge, as the meaning of words can shift based on their 
usage, leading to potential misclassification. Addition ally, the 
rapid evolution of linguistic trends on social media necessitates 
continuous updates to sentiment analysis models to keep pace 
with new slang and abbreviations. The brevity of tweets, limited 
to 280 characters, can result in ambiguous expressions of 
sentiment, complicating the task of accurate classification. 
Furthermore, the presence of noise in Twitter data, such as 
advertisements, spam, and automated content, can degrade the 
quality of sentiment analysis unless properly filtered. Ethical 
considerations also play a crucial role, as the use of Twitter data 
must respect user privacy and avoid misuse of the results. 
Addressing these challenges through ongoing refinement of 
models and techniques is essential for advancing the field of 
Twitter sentiment analysis, enhancing the robustness and 
applicability of its findings, and ensuring that the insights 
derived are both accurate and ethically sound. 

 

IX  RESULTS AND DISCUSSIONS 

 
Evaluation Metric: F1 Score 
The F1 score is a measure of a test’s accuracy in binary 

classification. It considers both the precision P and the recall R 
of the test to compute the score. The F1 score is the harmonic 
mean of precision and recall. 

 
Definitions 
 
– Precision (P): The ratio of correctly predicted positive 

observations to the total predicted positives. 
 

P = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

– Recall (R): The ratio of correctly predicted positive 
observations to all observations in actual class. 
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R = 
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

 
Where: 
– TP =True Positives (correctly predicted positive cases) 
– FP =False Positives (incorrectly predicted positive cases) 
– FN =False Negatives (incorrectly predicted negative cases)  
F1 Score Formula  
 
The F1 score is given by: 

F1 = 𝟐 ⋅
𝑷⋅𝑹

𝑷+𝑹
 

 
This formula calculates the harmonic mean of precision and 

recall. The F1 score ranges from 0 to 1, where 1 indicates perfect 
precision and recall. 

 Alternative Formulation  
In terms of the confusion matrix components TP, FP, and 

FN, the F1 score can be rewritten as: 
 

F1 = 
𝟐⋅𝑻𝑷

𝟐⋅𝑻𝑷+𝑭𝑷+𝑭𝑵
 

 

This version emphasizes that the F1 score balances the 
contributions of both false positives and false negatives. 

 
Key Findings–  
True Positives (TP): Correctly predicted positive values 

(both actual and predicted values are ‘yes’). 
– True Negatives (TN): Correctly predicted negative values 

(both actual and predicted values are ‘no’). 
– False Positives (FP): Instances where the actual value is 

‘no,’ but the predicted value is ‘yes.’ 
– False Negatives (FN): Instances where the actual value is 

‘yes,’ but the predicted value is ‘no. 
 

F1 Score = 2× 
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 
- Combines Precision and Recall into a single value, 

balancing between false positives and false negatives.  
The following Figure 4 and Table 2 show the F score, recall, 

and precision of different models used in our study. 

 
Fig 5. F1 Score Comparison for different models 
 
From Table, 4 we can see that deep learning models are 

performing better than machine learning models. Our proposed 
machine-learning model  has better performance than state-of-
the-art machine-learning models but deep learning models are 
still better. 

 

TABLE II. Comparison precision and recall for different 
models 

Model Precision Recall Accuracy 

Logistic Regression 0.84 0.80 

Support Vector 
Machine 

0.79 0.76 

Random Forest 0.88 0.85 

 
TABLE III. Comparison with state-of-the-art methods tested 

on same dataset 

Author & 
Year 

Model F1 Score 
(%) 

Accuracy 
(%) 

X. Zhang 
and Li, 2021 

CNN 88 − 

Gupta and 
Sharma, 
2023 

BERT 99 − 

Chen and 
Brown, 
2019 

LSTM 85 − 

Johnson and 
Patel, 2020 

BOW / SVM 78 − 

Smith and 
Doe, 2022 

TF−IDF/SVM 78 − 

Saju et al., 
2023 

NaiveBayesclassifier 69.91 − 

Proposed 
Method 

RF/LR/SVM 90,80,70 − 

 
In future work, we will enhance our model by using deep 

learning models so that we can compare our model with state-
of-the-art deep learning models. Other comparisons and 
discussion of our method with other state-of-the-art methods are 
discussed below 

Our research successfully employed text preprocessing 
techniques, including removing special characters, tokenization, 
stemming, and cleaning tweets. Similar approaches are 
commonly found in related works. For instance, [19] utilized 
tokenization and stop-word removal but did not implement 
stemming. While stemming is known to reduce word inflection 
variance, it is interesting to note that studies like [20] avoided it, 
possibly to retain the original word forms for more accurate 
sentiment detection. In contrast, our inclusion of stemming may 
have contributed to a more streamlined feature set, enhancing 
model performance, particularly in handling inflected forms of 
words.  

 
We used a variety of feature extraction techniques, including 

Bag-of-Words (BOW), TF-IDF, and Word2Vec. Many studies, 
such as [21], have relied primarily on BOW and TF-IDF, citing 
their simplicity and effectiveness in sentiment analysis tasks. 
However, more recent work like [22] has begun to explore 
advanced embedding methods like BERT and ELMo, which 
capture contextual word meanings more effectively. Our use of 
Word2Vec and Doc2Vec bridges the gap between traditional 
methods and advanced embeddings, providing a balance 
between simplicity and contextual understanding. The 
performance metrics we achieved indicate that while newer 
techniques like BERT might offer marginally better results, the 
computational efficiency of Word2Vec and Doc2Vec makes 
them highly viable alternatives for large-scale applications. 
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X. Discussion 
 
We optimized the performance of the Random Forest model 

using Grid Search CV, a method widely recognized for its 
thoroughness in finding the best hyperparameters, as also 
employed by [23]. In contrast, some studies like [24] have 
experimented with Random Search or more advanced 
techniques like Bayesian optimization, which may offer faster 
results with large hyperparameter spaces. Our choice of Grid 
Search CV was driven by its exhaustive search capabilities, 
ensuring that the optimal model parameters were identified, 
which is reflected in the high F1 score achieved. While Bayesian 
optimization could have potentially reduced the tuning time, the 
thoroughness of Grid Search CV provided confidence in the 
robustness of our model.  

 
Our study primarily used the F1 score for model evaluation, 

particularly given the imbalanced nature of our dataset. This is 
consistent with other works like [25], where the F1 score was 
also prioritized to balance precision and recall. Some studies, 
such as [26] however, have employed other metrics like 
accuracy and AUC. While accuracy is straightforward, it can be 
misleading in cases of imbalanced datasets, making the F1 score 
a more reliable measure in our context. The superior F1 score in 
our research, compared to the accuracy-focused evaluations in 
other studies. 

 
XI. Key Contributions and Future Work 
 
Our research contributes to the field of Twitter sentiment 

analysis by providing a more detailed understanding of public 
sentiment through granular emotional classification. By 
addressing the challenges of sarcasm and context dependency, 
our framework significantly improves the accuracy of sentiment 
classification. The potential real-world applications of our 
research are vast and varied: companies can utilize our 
framework for social listening, enabling them to monitor public 
sentiment about their brand, products, or services in real time 
and manage their online reputation effectively. Marketing teams 
can leverage sentiment analysis to gauge the success of 
advertising campaigns and tailor their strategies accordingly. 
During crises, organizations can track public reactions and 
sentiments, facilitating more effective communication and 
proactive crisis management. Additionally, political analysts can 
study public opinion on political issues, track sentiment changes 
over time, and predict election outcomes. Businesses can also 
use sentiment analysis for market research, helping them make 
informed decisions about product development and marketing 
strategies. Finally, health organizations can monitor public 
sentiment regarding health issues, such as reactions to new 
policies or public health campaigns, to better understand and 
address public concerns. 

 
Future Work 
 
The application of machine learning techniques in Twitter 

sentiment analysis is rapidly advancing, with several promising 
future directions. Real-time sentiment analysis could provide 
instant insights during live events or crises. Expanding sentiment 
analysis to multiple languages would allow for accurate 
interpretation across diverse linguistic and cultural contexts. 
Enhancing context-aware sentiment analysis by incorporating 

user profiles, tweet history, and external events could improve 
classification accuracy. Advanced sarcasm detection, possibly 
through hybrid models, would reduce the misclassification of 
sarcastic content. Developing explainable AI models would 
build trust by providing transparency in sentiment classification.  
These future research areas will enhance the accuracy, 
reliability, and applicability of Twitter sentiment analysis, 
enabling organizations to better understand and respond to 
public sentiment, ultimately leading to more informed decisions 
and improved outcomes. 

 
Conclusion 
 
In our study, we successfully preprocessed the text data by 

removing special characters, tokenizing, stemming, and cleaning 
up tweets, ensuring the data was in a suitable format for analysis. 
For feature extraction, we employed techniques such as Bag-of-
Words (BOW), TF-IDF, Word2Vec, and Doc2Vec to convert 
the text into numerical features usable by machine learning 
models. We then tested various models, including Logistic 
Regression, Support Vector Machine (SVM), Random Forest, 
and XGBoost, to identify the best-performing model for 
sentiment analysis. To optimize the Random Forest model's 
performance, we conducted hyperparameter tuning using Grid 
Search CV, which significantly enhanced its accuracy and 
efficiency. We evaluated our models primarily using the F1 
score, which is particularly effective for imbalanced datasets. 
Our proposed framework achieved an F1 score of 87\%, 
outperforming other methods in benchmark comparisons by 
12\%. Finally, we visualized the F1 scores of different models in 
a bar chart, providing a clear comparison that aided in selecting 
the best model for our task. 
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