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Abstract—This paper provides a systematic review of context reasoning approaches in artificial intelligence (AI), focusing on 

advancements in visual language and IoT data interpretation. Contextual reasoning, which integrates domain knowledge, 

situational awareness, and real-time IoT data, is vital for developing AI systems capable of human-like decision-making. Despite 

significant progress in deep learning, current models often struggle to effectively handle context-dependent tasks, such as visual 

reasoning, inductive learning, commonsense language comprehension, and dynamic IoT environments. Hybrid methodologies, 

combining neural and symbolic reasoning, have emerged as promising solutions, yet challenges remain in scalability, 

generalization, and explainability. This review highlights recent developments in neuro-symbolic integration, context-aware meta-

reinforcement learning, and abductive learning, addressing their strengths and limitations. We also examine new benchmarks 

designed to emulate human cognition and IoT-driven scenarios, revealing gaps in current models' ability to achieve human-level 

reasoning. Finally, we discuss future directions, emphasizing the need for dynamic, adaptive systems that leverage hybrid 

approaches, enhanced inductive reasoning, IoT integration, and comprehensive empirical evaluation methods to close the gap 

between machine learning and human cognitive abilities. 

 

Keywords-Contextual Reasoning, Neuro-Symbolic Integration, Inductive Learning, Commonsense Understanding, Hybrid AI, 
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I. INTRODUCTION 

Contextual reasoning is a fundamental component of human 

cognition, enabling individuals to interpret complex scenarios 

by understanding situational nuances and drawing inferences 

beyond explicit information. In artificial intelligence (AI), 

replicating this capability has been a persistent challenge, 

particularly in domains requiring visual, language, and IoT 

data comprehension. Contextual reasoning allows AI systems 

to go beyond surface-level data, integrating background 

knowledge, real-time IoT sensor inputs, and situational context 

to make more informed and accurate decisions. This paper 

aims to systematically review the state-of-the-art approaches 

in context reasoning, with a particular focus on visual 

understanding, natural language processing (NLP), and IoT 

data integration. 

 

Recent advancements in deep learning have led to impressive 

achievements in tasks like object detection, machine reading 

comprehension, natural language inference, and IoT-based 

anomaly detection. However, these models often struggle to 

generalize across diverse contexts, especially when faced with 

unseen entities, dynamic IoT environments, or complex 

scenarios requiring commonsense knowledge. This limitation 

is partly due to the narrow focus on pattern recognition 

without adequately integrating external contextual 

information, such as data from interconnected IoT devices. As 

a result, there is a growing interest in hybrid AI methodologies  

that combine neural, symbolic, and IoT-driven reasoning to 

address these shortcomings. 

 

Hybrid approaches, such as neuro-symbolic integration, meta-

reinforcement learning, and abductive learning, have shown 

potential in enhancing context reasoning. These methods 

leverage the strengths of both data-driven neural networks and 

knowledge-based symbolic reasoning, along with real-time 

IoT data, enabling a more comprehensive understanding of 

complex tasks. For instance, visual reasoning models can 

benefit from the integration of spatial, semantic, and IoT-

generated context, while language models can enhance their 

comprehension abilities by incorporating commonsense 

knowledge and real-time data inputs from IoT sensors. This 

review explores the various hybrid strategies and their 

application in visual, language, and IoT-based tasks, analyzing 

their effectiveness and identifying existing research gaps. 

 

Additionally, the development of new benchmarks and 

datasets, such as Bongard-LOGO, LogiQA, and IoT-specific 

datasets, has highlighted the gap between human-level 

reasoning and current AI capabilities. These benchmarks aim 

to evaluate the context-aware reasoning skills of AI models, 

providing a challenging testbed for new methodologies across 
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visual, language, and IoT domains. However, despite progress, 

many of the proposed models still fall short of human 

performance, indicating the need for further research and 

development in this area. 

 

In this review, we systematically examine the recent 

advancements in context reasoning approaches for AI, 

emphasizing their applications in visual understanding, natural 

language processing, and IoT data interpretation. We discuss 

the strengths and limitations of existing methodologies, 

propose areas for improvement, and outline future research 

directions. By exploring the integration of neural, symbolic, 

hybrid reasoning methods, and IoT data, this paper aims to 

provide a comprehensive overview of the current state of 

context-aware AI systems and their potential to achieve 

human-like cognitive capabilities. 

 

II. RELATED WORK 

 

Muff et al. (2022): Augmented reality (AR) integrates virtual 

objects into the real world using sensors to assess the 

environment. A framework using machine learning for object 

recognition and ontological reasoning is proposed to determine 

user context and display information. The prototype, 

implemented with Microsoft HoloLens2, is applied to work 

safety, utilizing business process models annotated with 

ontology concepts for action guidance based on identified 

objects [1]. 

Lin et al. (2022): Relation prediction in knowledge graphs 

aims to infer missing data, but most models struggle with new 

entities. The inductive model, ConGLR, integrates logical 

reasoning with context graphs to address this challenge. By 

extracting subgraphs and using graph convolutional networks, 

ConGLR combines neural and logical reasoning to predict 

relations effectively, outperforming other models in 

experiments across various datasets [2]. 

Zhang et al. (2022): Goal-oriented dialog policy learning uses 

reinforcement learning for action selection. This paper 

introduces a framework that integrates user preferences and 

commonsense knowledge into dialog policy learning, 

enhancing decision-making in conversations. Evaluations 

show improved learning efficiency and action quality 

compared to standard methods [3]. 

Acharya et al. (2022): This study proposes a method to detect 

out-of-context (OOC) objects in images using a Graph 

Contextual Reasoning Network (GCRN). The network 

analyzes co-occurrence, size, and position relations among 

objects. GCRN outperforms baseline models on a custom 

dataset and an OCD benchmark by accurately detecting in-

context and OOC objects [4]. 

Zhang et al. (2022): The paper explores reasoning tasks using 

pre-trained language models and symbolic programming. A 

new model, LMLP, mimics Prolog's backward chaining, 

learning logic rules from demonstrations. Experiments show 

that LMLP has superior generalization and reasoning 

capabilities compared to chain-of-thought (CoT) methods, 

even with fewer parameters [5]. 

Lu et al. (2022): Mathematical reasoning is critical in AI, as it 

tests deep learning models' abilities. This survey reviews 

advances in AI for solving math problems and theorem 

proving, highlighting key tasks, datasets, and methods. It also 

discusses recent progress in using large neural models for 

mathematical reasoning and suggests future research 

directions [6]. 

LeClair et al. (2022): Modern smart systems for Industry 4.0 

require data integration and contextualization with domain 

knowledge to enable advanced reasoning. This paper 

introduces an ontology-supported multi-context reasoning 

system based on the Presentation–Abstraction–Control 

architecture. The system offers flexibility, interactivity, and 

ease of maintenance by isolating data evolution. It is 

demonstrated using data from a San Francisco case study [7]. 

Štefánik et al. (2022): Language models often rely on pre-

trained knowledge rather than truly learning from few-shot 

demonstrations. This paper proposes a Concept-sharing few-

shot learning method that selects demonstrations sharing a 

concept with the test sample. While most models showed 

limited improvement, T0 models benefited significantly, 

indicating better sensitivity to shared concepts [8]. 

McCoy et al. (2022): The commentary discusses the 

importance of explainability in machine learning for 

healthcare (MLHC), comparing it to mechanistic reasoning in 

evidence-based medicine. It argues that the value of 

explainability lies in its ability to enhance performance and 

trust rather than being intrinsically valuable. The paper 

advocates for empirical methods to evaluate complex ML 

systems rather than an uncompromising focus on 

explainability [9]. 

Wang et al. (2022): Referring expression grounding requires 

understanding the semantic relationships between objects in 

images based on natural language input. The paper introduces 

a Multi-context Reasoning Network (MCRN) for better 

appearance and relationship context reasoning. MCRN 

employs a local node attention mechanism and a multi-step 

graph reasoning module, demonstrating superior performance 

on several benchmark datasets [10]. 

Daranda et al. (2021): Machine learning lacks contextual 

reasoning for analyzing actor behavior. This paper presents a 

context-aware approach integrating Decision Tree and Support 

Vector Methods for threat assessment in actor interactions. 

The method predicts future scenarios without waiting for 

actions, demonstrated on marine traffic data to enhance vessel 

navigation in congested environments [11]. 

Schmidtke et al. (2021): Context logic (CL) addresses the 

symbol grounding problem in intelligent systems with a 

hierarchical approach. This paper presents a new probabilistic 
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linear time algorithm for reasoning and learning in CL, based 

on the activation bit vector machine (ABVM). The method 

enhances cognitive capabilities by efficiently reasoning over 

conjunctive and disjunctive normal forms [12]. 

Hu et al. (2021): Emotion Recognition in Conversations 

(ERC) faces challenges in understanding conversational 

context. This paper introduces DialogueCRN, a model inspired 

by the Cognitive Theory of Emotion that uses multi-turn 

reasoning modules to extract emotional clues iteratively. The 

model outperforms existing approaches on benchmark 

datasets, demonstrating its effectiveness [13]. 

Atzeni et al. (2021): Text-based games (TBGs) offer a testbed 

for grounded language understanding but face issues with 

generalization. This work introduces a case-based reasoning 

method, leveraging positive experiences for efficient decision-

making. The approach improves existing methods' 

generalization and sets new benchmarks in TBG environments 

[14]. 

Liu et al. (2021): Natural language inference (NLI) datasets 

typically focus on sentence-level reasoning, limiting context 

evaluation. The ConTRoL dataset addresses this by 

introducing complex, passage-level reasoning tasks. The 

dataset, derived from police recruitment tests, reveals the 

limitations of current models, which perform worse than 

humans, highlighting the need for improved contextual 

reasoning in NLI tasks [15]. 

Sodhani et al. (2021): Multi-task learning benefits from 

shared task relations, but integrating metadata poses 

challenges. This paper proposes context-dependent, 

composable representations to effectively use metadata. The 

approach achieves state-of-the-art results on the Meta-World 

benchmark, showing improved performance across multiple 

robotic tasks [16]. 

Wang et al. (2020): Deep network-based reinforcement 

learning (RL) struggles with task efficiency. The proposed 

meta-RL strategy decomposes learning into exploration, 

inference, and fulfillment using graph-based task encoding. 

Experiments show enhanced exploration, sample efficiency, 

and reduced meta-overfitting, validating the approach on 

public benchmarks [17]. 

Cooray et al. (2020): Situation Recognition (SR) involves 

predicting actions and semantic roles in images. The proposed 

query-based visual reasoning method handles inter-dependent 

queries for better role prediction. Experiments show superior 

performance on SR tasks, improving upon state-of-the-art 

methods by leveraging query inter-dependencies [18]. 

Liu et al. (2020): Machine reading tasks challenge language 

models in logical reasoning. LogiQA, a new dataset focusing 

on deductive reasoning, reveals that state-of-the-art models 

perform poorly compared to human baselines. The dataset 

serves as a benchmark for testing logical reasoning in AI, 

highlighting areas for improvement in NLP research [19]. 

Dalzochio et al. (2020): Predictive maintenance in Industry 

4.0 requires effective machine learning and reasoning. This 

systematic literature review identifies challenges in predictive 

maintenance frameworks, particularly in applying machine 

learning and ontologies. The study discusses implementation 

hurdles and highlights the need for further research to address 

these issues [20]. 

Ma et al. (2020): Global contextual dependency is crucial for 

3D point cloud segmentation. The Point Global Context 

Reasoning (PointGCR) module captures global context along 

the channel dimension using a ChannelGraph. This module, 

easily integrated into existing networks, significantly enhances 

segmentation performance in both indoor and outdoor datasets 

[21]. 

Nie et al. (2020): Despite advances in machine learning, a gap 

remains between AI and human-level concept learning. 

Inspired by Bongard Problems (BPs), the paper introduces 

Bongard-LOGO, a new benchmark for visual reasoning. It 

incorporates human-like cognition aspects such as context-

dependence, analogy-making, and perception with limited 

samples. Current deep learning models perform poorly on this 

benchmark, highlighting the need for a general architecture for 

visual reasoning [22]. 

Leake et al. (2020): The paper advocates for exploring how 

case-based reasoning (CBR) can advance deep learning, rather 

than solely integrating deep learning into CBR. It suggests 

using CBR principles to inform the development of a new 

reasoning pipeline, addressing challenges in neural-symbolic 

AI integration [23]. 

Huang et al. (2019): Cosmos QA is a large-scale dataset 

focusing on commonsense-based reading comprehension, 

requiring models to infer causes and effects beyond the given 

text. The dataset shows a significant performance gap between 

state-of-the-art models and human understanding, suggesting 

areas for improving machine commonsense comprehension 

[24]. 

Dai et al. (2019): This paper introduces abductive learning, a 

unified framework combining machine learning and logical 

reasoning. The method corrects misperceptions using symbolic 

domain knowledge and jointly optimizes perception and 

reasoning. It demonstrates capabilities beyond deep learning 

models, such as recognizing numbers and solving 

mathematical equations from images [25]. 

Machado et al. (2019): A systematic literature review 

explores hybrid strategies for context reasoning in smart 

systems. Although hybrid approaches are emerging, the review 

identifies a lack of flexibility and dynamic adaptation in these 

methods, indicating a need for more versatile reasoning 

strategies [26]. 
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Hollister et al. (2019): The paper examines how humans 

utilize context in cognition, linking findings from cognitive 

psychology to AI research. It argues that incorporating 

contextual reasoning is essential for achieving human-like 

intelligence in AI, as it underpins complex cognitive tasks like 

language understanding and memory [27]. 

Bogale et al. (2018): Next-generation wireless networks (5G 

and beyond) are complex and dynamic, requiring intelligent 

resource management. The paper reviews AI applications, 

including machine learning and NLP, to enhance network 

operation, focusing on the integration of AI with fog 

computing for efficient, context-aware decision-making [28]. 

Zhang et al. (2021): Convolutional neural networks (CNNs) 

for image super-resolution (SR) lack the ability to capture 

global context. This paper introduces a Context Reasoning 

Attention Network (CRAN), which adaptively adjusts 

convolution kernels based on global context. The approach 

improves SR performance and efficiency by incorporating 

semantic reasoning and adaptive modulation of convolution 

layers [29]. 

 
Table 1 : The Literature Review 

Auth

or 

Year Title Methods Result Advantage Limitation Future Work 

Muff 

et al. 

2022 A Framework 

for Context-

Dependent 

Augmented 

Reality 

Applications 

Using Machine 

Learning and 

Ontological 

Reasoning 

Machine learning 

for object 

recognition 

combined with 

ontological 

reasoning 

Effective 

context-aware 

AR system 

using 

Microsoft 

HoloLens2 for 

work safety 

Enhanced 

situational 

awareness 

and 

interactive 

user 

experience 

Limited 

application 

domain (work 

safety 

scenarios) 

Expand use cases 

and improve 

integration with 

other AR devices 

Lin et 

al. 

2022 Incorporating 

Context Graph 

with Logical 

Reasoning for 

Inductive 

Relation 

Prediction 

Context graph with 

logical reasoning 

using graph 

convolutional 

networks (GCNs) 

Outperformed 

state-of-the-art 

baselines on 

inductive 

relation 

prediction 

tasks 

Handles 

emerging 

entities 

effectively 

Complex 

model 

architecture 

with high 

computational 

cost 

Optimize model 

efficiency and 

scalability 

Zhan

g et 

al. 

2022 Efficient Dialog 

Policy Learning 

by Reasoning 

with Contextual 

Knowledge 

Deep reinforcement 

learning leveraging 

commonsense 

knowledge 

Improved 

dialog policy 

learning and 

action quality 

Enhanced 

learning 

efficiency 

with 

contextual 

reasoning 

Relies heavily 

on the quality 

of 

commonsense 

data 

Integrate 

additional 

contextual 

knowledge 

sources 

Achar

ya et 

al. 

2022 Detecting Out-

of-Context 

Objects Using 

Graph Context 

Reasoning 

Network 

Graph contextual 

reasoning network 

(GCRN) with 

representation and 

context graphs 

Outperformed 

baselines in 

detecting out-

of-context 

objects 

Effectively 

captures 

contextual 

cues 

Requires 

extensive 

labeled data 

for training 

Extend model to 

handle diverse 

datasets and 

contexts 

Zhan

g et 

al. 

2022 The Impact of 

Symbolic 

Representations 

on In-Context 

Learning for 

Few-Shot 

Reasoning 

Neuro-symbolic 

approaches with 

logical reasoning 

and chain-of-

thought (CoT) 

Better 

generalization 

in deductive 

and inductive 

reasoning 

tasks 

Improved 

length 

generalizatio

n with fewer 

parameters 

Performance 

varies across 

different 

reasoning 

tasks 

Explore 

integration with 

other neuro-

symbolic 

techniques 

Lu et 

al. 

2022 A Survey of 

Deep Learning 

for 

Mathematical 

Reasoning 

Survey of deep 

learning models for 

solving math 

problems 

Comprehensiv

e review of 

tasks, datasets, 

and methods 

in 

mathematical 

Highlights 

progress and 

benchmarks 

in the field 

Limited focus 

on symbolic 

and hybrid 

reasoning 

approaches 

Investigate 

hybrid methods 

combining neural 

and symbolic 

reasoning 
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reasoning 

LeCla

ir et 

al. 

2022 Architecture for 

Ontology-

Supported 

Multi-Context 

Reasoning 

Systems 

Ontology-supported 

multi-context 

reasoning with a 

hierarchical agent 

architecture 

Effective data 

contextualizati

on 

demonstrated 

in a case study 

Supports 

data 

transparency 

and graceful 

aging 

Limited 

flexibility in 

context 

switching 

Enhance 

adaptability and 

explore 

additional 

application 

domains 

Å tef

Ã¡nik 

et al. 

2022 Can In-Context 

Learners Learn 

a Reasoning 

Concept from 

Demonstrations

? 

Concept-sharing 

few-shot learning 

with demonstrations 

Limited 

consistent 

benefit from 

concept-

sharing across 

models 

Identifies 

biases in 

current in-

context 

learning 

methods 

Lack of 

consistent 

performance 

improvement 

Refine 

demonstration 

selection 

methods for 

better 

generalization 

McC

oy et 

al. 

2022 Believing in 

Black Boxes: 

Machine 

Learning for 

Healthcare Does 

Not Need 

Explainability to 

Be Evidence-

Based 

Analysis of 

explainability in 

machine learning 

for healthcare 

(MLHC) 

Argues against 

the intrinsic 

value of 

explainability 

in MLHC 

Promotes 

focus on 

empirical 

evaluation 

and 

performance 

May overlook 

scenarios 

where 

explainability 

is crucial for 

trust 

Develop robust 

empirical 

evaluation 

methods for 

MLHC systems 

Wang 

et al. 

2022 Referring 

Expression 

Grounding by 

Multi-Context 

Reasoning 

Multi-context 

reasoning network 

(MCRN) with 

appearance and 

relationship context 

reasoning 

Improved 

performance 

in referring 

expression 

grounding 

tasks 

Captures 

complex 

semantic 

correlations 

effectively 

Inflexible with 

complicated 

referring 

expressions 

Enhance 

reasoning for 

diverse and 

complex 

scenarios 

Daran

da et 

al. 

2021 Novel Machine 

Learning 

Approach for 

Self-Aware 

Prediction 

Based on 

Contextual 

Reasoning 

Context-aware 

prediction using 

Decision Tree and 

Support Vector 

Method 

Successfully 

demonstrated 

threat 

assessment in 

maritime 

traffic 

Handles 

complex 

contextual 

data and 

provides 

real-time 

threat 

assessment 

Limited to 

specific 

context 

(marine traffic 

data) 

Extend to other 

domains with 

different 

contextual 

complexities 

Schm

idtke 

et al. 

2021 Reasoning and 

Learning with 

Context Logic 

Probabilistic linear 

time algorithm 

using Context 

Logic (CL) and 

Kanervaâ€™s 

Vector Symbolic 

Architecture 

Enhanced 

cognitive 

faculties for 

symbol 

grounding and 

imagery 

Improves 

reasoning 

efficiency 

and 

addresses 

symbol 

grounding 

problem 

Lacks a 

complete 

learning 

algorithm for 

practical 

applications 

Develop a full 

learning 

algorithm for 

broader 

applications 

Hu et 

al. 

2021 DialogueCRN: 

Contextual 

Reasoning 

Networks for 

Emotion 

Recognition in 

Conversations 

Multi-turn 

reasoning modules 

inspired by 

Cognitive Theory 

of Emotion 

Outperformed 

existing 

models in 

emotion 

recognition 

tasks 

Better 

understandin

g of 

conversation

al context 

with 

cognitive 

reasoning 

Requires 

extensive data 

for training 

multi-turn 

reasoning 

modules 

Incorporate 

additional 

emotional cues 

for improved 

recognition 

Atzen

i et 

al. 

2021 Case-Based 

Reasoning for 

Better 

Generalization 

in Textual 

Reinforcement 

Case-based 

reasoning combined 

with reinforcement 

learning for 

generalization 

Improved 

generalization 

and state-of-

the-art results 

on text-based 

game 

Efficient 

handling of 

distributiona

l shifts in 

text-based 

games 

Relies on 

quality and 

variety of past 

experiences 

for case-based 

reasoning 

Extend the 

approach to more 

complex 

reinforcement 

learning tasks 
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Learning environments 

Liu et 

al. 

2021 Natural 

Language 

Inference in 

Context: 

Investigating 

Contextual 

Reasoning Over 

Long Texts 

Dataset creation for 

passage-level NLI 

with complex 

contextual 

reasoning 

(ConTRoL) 

State-of-the-

art models 

perform worse 

than humans 

on the 

ConTRoL 

dataset 

Provides a 

challenging 

benchmark 

for testing 

complex 

reasoning 

capabilities 

Limited to 

specific types 

of logical 

reasoning 

tasks 

Expand dataset to 

cover a wider 

range of 

reasoning types 

Sodh

ani et 

al. 

2021 Multi-Task 

Reinforcement 

Learning with 

Context-Based 

Representations 

Context-based 

composable 

representations for 

multi-task learning 

Achieved 

state-of-the-art 

results on 

Meta-World 

benchmark 

Efficient 

knowledge 

transfer 

across 

multiple 

tasks 

Challenging to 

interpret 

context 

representation

s 

Improve 

interpretability of 

context-based 

representations 

Wang 

et al. 

2020 Learning 

Context-Aware 

Task Reasoning 

for Efficient 

Meta-

Reinforcement 

Learning 

Decomposing meta-

RL into task-

exploration, task-

inference, and task-

fulfillment 

Improved 

exploration 

and reduced 

meta-

overfitting 

Increased 

sample 

efficiency 

and better 

task 

inference 

Complex 

architecture 

requiring 

extensive 

meta-training 

Simplify model 

architecture for 

practical 

deployment 

Coora

y et 

al. 

2020 Attention-Based 

Context Aware 

Reasoning for 

Situation 

Recognition 

Query-based visual 

reasoning with 

inter-dependent 

query handling 

Outperformed 

existing 

models on 

situation 

recognition 

tasks 

Accurate 

prediction of 

semantic 

roles using 

context-

aware 

reasoning 

Limited 

generalizabilit

y to diverse 

visual contexts 

Enhance model 

to handle broader 

visual scenarios 

Liu et 

al. 

2020 LogiQA: A 

Challenge 

Dataset for 

Machine 

Reading 

Comprehension 

with Logical 

Reasoning 

Expert-designed 

dataset for logical 

reasoning in 

machine reading 

comprehension 

State-of-the-

art models 

underperforme

d compared to 

human 

benchmarks 

Sets a high 

standard for 

evaluating 

logical 

reasoning in 

AI 

Focuses 

mainly on 

deductive 

reasoning 

types 

Incorporate a 

variety of logical 

reasoning types 

in future datasets 

Dalzo

chio 

et al. 

2020 Machine 

Learning and 

Reasoning for 

Predictive 

Maintenance in 

Industry 4.0 

Systematic review 

of ML and 

reasoning 

approaches for 

predictive 

maintenance 

Identified 

challenges and 

gaps in 

predictive 

maintenance 

using ML 

Highlights 

key research 

directions in 

Industry 4.0 

applications 

Limited focus 

on specific 

industrial use-

cases 

Explore 

integration of 

ML with 

ontological 

reasoning for 

broader 

applications 

Ma et 

al. 

2020 Global Context 

Reasoning for 

Semantic 

Segmentation of 

3D Point Clouds 

PointGCR module 

with undirected 

graph 

(ChannelGraph) for 

channel 

independencies 

Significant 

improvement 

in 

segmentation 

performance 

on indoor and 

outdoor 

datasets 

Efficiently 

captures 

global 

contextual 

dependencie

s 

Limited focus 

on channel-

based context 

reasoning, 

neglects 

spatial 

dependencies 

Explore 

integration of 

spatial and 

channel-based 

context reasoning 

Nie et 

al. 

2020 Bongard-

LOGO: A New 

Benchmark for 

Human-Level 

Concept 

Learning and 

Program-guided 

generation 

technique in LOGO 

language for visual 

cognition problems 

State-of-the-

art models 

perform worse 

than humans 

on the 

benchmark 

Captures 

core human 

cognition 

properties 

like context-

dependence 

Fails to fully 

emulate 

human-level 

concept 

learning 

Develop general 

architectures for 

improved visual 

reasoning 
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Reasoning and analogy-

making 

Leake 

et al. 

2020 On Bringing 

Case-Based 

Reasoning 

Methodology to 

Deep Learning 

Neural-symbolic 

integration and 

case-based 

reasoning for deep 

learning 

enhancements 

Proposes a 

new reasoning 

pipeline 

informed by 

case-based 

reasoning 

concepts 

Combines 

strengths of 

CBR and 

deep 

learning for 

improved 

reasoning 

capabilities 

Lacks 

empirical 

validation of 

the proposed 

methodology 

Implement and 

test the proposed 

pipeline in 

practical 

applications 

Huan

g et 

al. 

2019 Cosmos QA: 

Machine 

Reading 

Comprehension 

with Contextual 

Commonsense 

Reasoning 

Large-scale dataset 

for commonsense-

based reading 

comprehension with 

multiple-choice 

questions 

Machine 

models 

significantly 

underperform 

compared to 

human 

performance 

Provides a 

challenging 

benchmark 

for testing 

commonsens

e reasoning 

in AI 

Focuses 

mainly on 

everyday 

narrative 

contexts 

Expand dataset to 

include diverse 

contexts beyond 

everyday 

narratives 

Dai et 

al. 

2019 Bridging 

Machine 

Learning and 

Logical 

Reasoning by 

Abductive 

Learning 

Joint optimization 

of machine learning 

and logical 

reasoning models 

using abductive 

learning 

Demonstrated 

improved 

performance 

in recognizing 

numbers and 

solving 

equations 

Combines 

perception 

and logical 

reasoning 

for enhanced 

learning 

Limited to 

simple hand-

written 

equations and 

basic tasks 

Extend to more 

complex 

mathematical 

tasks and 

applications 

Mach

ado et 

al. 

2019 State of the Art 

in Hybrid 

Strategies for 

Context 

Reasoning: A 

Systematic 

Literature 

Review 

Systematic 

literature review of 

hybrid context 

reasoning strategies 

Identified gaps 

in flexibility 

of existing 

hybrid 

reasoning 

strategies 

Highlights 

the need for 

dynamic 

approaches 

in context 

reasoning 

Focuses on 

existing 

strategies 

without 

proposing new 

solutions 

Develop dynamic 

hybrid strategies 

for flexible 

context reasoning 

Hollis

ter et 

al. 

2019 Contextual 

Reasoning in 

Human 

Cognition and 

Its Implications 

for Artificial 

Intelligence 

Systems 

Analysis of human 

contextual 

reasoning and its 

application to AI 

Linked 

cognitive 

psychology 

research with 

current AI 

contextual 

reasoning 

approaches 

Provides 

insights into 

designing AI 

with human-

like 

contextual 

reasoning 

Conceptual 

analysis 

without 

empirical AI 

implementatio

n 

Apply findings to 

design AI 

systems with 

improved 

contextual 

reasoning 

Bogal

e et 

al. 

2018 Machine 

Intelligence 

Techniques for 

Next-

Generation 

Context-Aware 

Wireless 

Networks 

Survey of AI 

techniques 

integrating machine 

learning, NLP, and 

fog computing for 

wireless networks 

Comprehensiv

e discussion of 

AI 

applications 

for efficient 

network 

operations 

Highlights 

the potential 

of context-

awareness in 

future 

wireless 

networks 

Lacks detailed 

case studies on 

real-world 

implementatio

ns 

Explore real-

world 

applications of 

AI techniques in 

next-generation 

networks 

Zhan

g et 

al. 

2021 Context 

Reasoning 

Attention 

Network for 

Image Super-

Resolution 

CRAN module for 

adaptive 

convolution kernel 

modulation based 

on global context 

Achieved 

superior 

super-

resolution 

results with 

efficient trade-

offs 

Incorporates 

semantic 

reasoning 

for dynamic 

context 

adaptation 

Neglects local 

context 

information in 

favor of global 

context 

Incorporate both 

local and global 

context for 

enhanced super-

resolution 
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III. RESEARCH GAP 

1. Limited Integration of Contextual Reasoning in 

Machine Learning (References 1, 5, 11, 14, 16) 

• Gap: Many current machine learning models, especially 

deep learning models, excel in standard tasks but struggle 

with context-aware reasoning and decision-making. While 

approaches like DialogueCRN (Reference 13) and context-

aware prediction methods (Reference 11) address this, 

there is a lack of comprehensive models that integrate both 

neural and symbolic reasoning across diverse contexts. 

• Future Direction: Develop hybrid models that combine 

deep learning with symbolic reasoning to enhance context-

awareness, particularly in real-time applications like threat 

assessment, predictive maintenance, and conversational AI. 

2. Challenges in Handling Emerging and Unseen Entities 

(References 2, 8, 14) 

• Gap: Inductive relation prediction and few-shot learning 

approaches struggle with unseen entities and emerging 

concepts during the testing phase. Existing methods, like 

ConGLR (Reference 2), address this issue partially but still 

require improvements in handling inductive scenarios and 

generalization. 

• Future Direction: Enhance inductive learning models with 

better generalization capabilities, leveraging transfer 

learning and meta-learning strategies to adapt to novel 

entities and unseen scenarios more effectively. 

3. Inadequate Handling of Complex Visual Reasoning 

Tasks (References 4, 10, 18, 22, 29) 

• Gap: Visual reasoning, especially in complex tasks like 

out-of-context object detection, referring expression 

grounding, and image super-resolution, remains 

challenging. While methods like GCRN (Reference 4) and 

CRAN (Reference 29) demonstrate improvements, they 

often focus on specific aspects (e.g., global context) while 

neglecting others (e.g., local context). 

• Future Direction: Develop holistic visual reasoning 

models that integrate both local and global contextual 

information, improving the model's interpretability and 

performance in diverse visual tasks. 

4. Limited Application of Hybrid Reasoning Strategies in 

Real-World Scenarios (References 6, 7, 20, 26) 

• Gap: Despite the theoretical benefits of hybrid reasoning 

strategies, their practical application remains limited. The 

literature (References 6, 20) often highlights challenges 

related to integrating machine learning with ontological 

reasoning in real-world systems like Industry 4.0 

applications. 

• Future Direction: Focus on the development of scalable 

hybrid reasoning frameworks that can be easily integrated 

into real-world systems, addressing issues like data 

evolution, system interactivity, and graceful aging. 

5. Underdeveloped Benchmarks for Human-Level Concept 

Learning (References 22, 24, 25) 

• Gap: Current benchmarks like Bongard-LOGO (Reference 

22) and LogiQA (Reference 19) highlight the gap between 

human cognition and machine learning performance. 

Despite improvements in concept learning, existing 

benchmarks do not fully capture the complexity of human 

reasoning. 

• Future Direction: Create more comprehensive 

benchmarks that include a wider range of reasoning tasks 

and scenarios, focusing on human-level concept learning, 

analogical reasoning, and cognitive problem-solving. 

6. Challenges in Commonsense Reasoning and Language 

Understanding (References 3, 15, 24) 

• Gap: While commonsense reasoning is critical for natural 

language understanding, models often rely on pre-trained 

knowledge rather than truly understanding the context. 

Cosmos QA (Reference 24) and related works indicate a 

significant performance gap between AI models and 

human comprehension. 

• Future Direction: Investigate new methods that leverage 

commonsense knowledge more effectively, perhaps 

through hybrid neuro-symbolic approaches, to bridge the 

gap in language understanding and reasoning capabilities. 

7. Need for Improved Meta-Reinforcement Learning 

Strategies (References 17, 16) 

• Gap: Meta-reinforcement learning (meta-RL) models face 

issues like sampling inefficiency and meta-overfitting, 

limiting their effectiveness in novel task learning. Existing 

methods (References 16, 17) have made strides but still 

struggle with task exploration and generalization. 

• Future Direction: Design more efficient meta-RL 

strategies that incorporate context-aware task inference and 

adaptive exploration techniques to reduce overfitting and 

improve sample efficiency. 

8. Inadequate Focus on Explainability in High-Stakes AI 

Applications (References 9, 19, 25) 

• Gap: Explainability remains a critical challenge, 

particularly in high-stakes domains like healthcare and 

mathematical reasoning. While some argue against the 

need for intrinsic explainability (Reference 9), there is still 

a demand for methods that provide insights into model 

decisions, especially in domains requiring logical and 

deductive reasoning (References 19, 25). 
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• Future Direction: Develop robust empirical evaluation 

methods that balance explainability and performance, 

particularly for complex AI systems used in healthcare and 

decision-making applications. 

9. Need for Dynamic Context-Aware Systems in Next-

Generation Networks (References 28, 20, 29) 

• Gap: Emerging architectures like fog computing and edge 

computing offer potential for enhanced context-awareness 

in network operations. However, there is a lack of 

dynamic, adaptive systems that can effectively utilize 

distributed computational resources (Reference 28). 

• Future Direction: Explore the integration of AI 

techniques with edge computing for dynamic, context-

aware decision-making in next-generation networks, 

focusing on real-time data processing and adaptive control 

mechanisms. 

IV. METHODOLOGY 

1. Hybrid Neuro-Symbolic Reasoning for Enhanced 

Contextual Awareness To bridge the gap in contextual 

reasoning capabilities of machine learning models, a 

hybrid neuro-symbolic reasoning approach can be 

developed. This methodology combines the strengths of 

neural networks for pattern recognition, symbolic 

reasoning for logical inference, and real-time IoT data 

integration. By leveraging deep learning to extract features, 

symbolic logic to interpret these features contextually, and 

IoT data for situational awareness, the hybrid model can 

dynamically integrate domain knowledge. Such an 

approach can be applied to various applications, including 

conversational AI, predictive maintenance, and smart 

traffic systems, where nuanced understanding and real-

time context are essential. The hybrid neuro-symbolic 

system would enhance the model’s interpretability, 

adaptability, and ability to respond to IoT-driven contexts, 

addressing the limitations of purely neural models. 

 

2. Inductive Learning with Enhanced Transfer and Meta-

Learning Techniques To address challenges in handling 

unseen entities and generalization, an inductive learning 

framework utilizing transfer learning, meta-learning, and 

IoT data can be proposed. This methodology focuses on 

developing models that generalize from limited examples 

by transferring knowledge from related tasks and adapting 

to novel scenarios using meta-learning and real-time IoT 

insights. The approach involves training on diverse tasks, 

including IoT-based scenarios, to build a robust 

understanding of patterns and then applying this 

knowledge to unseen data. By integrating advanced 

inductive reasoning methods with IoT data streams, the 

model can better handle dynamic entities in real-world 

scenarios, such as evolving user behaviors or IoT-driven 

events. 

 

3. Comprehensive Visual Reasoning Framework 

Integrating Local, Global, and IoT Contexts A 

comprehensive visual reasoning framework can be 

designed to overcome limitations in complex visual tasks, 

such as out-of-context object detection and image super-

resolution. This methodology integrates both local, global, 

and IoT-generated contexts to enhance the interpretability 

and performance of visual models. The approach employs 

a dual-path architecture, where one path captures detailed 

local features, another aggregates global semantic 

information, and a third incorporates IoT data for real-time 

situational awareness. By combining these perspectives, 

the framework can improve tasks like visual grounding, 

object detection, and super-resolution, addressing the 

current gaps in handling diverse visual and IoT-driven 

contexts. 

 

4. Scalable Hybrid Reasoning Framework for Real-World 

IoT Applications To tackle the limited application of 

hybrid reasoning strategies, a scalable hybrid reasoning 

framework incorporating machine learning, ontological 

reasoning, and IoT data integration is proposed. This 

methodology allows the system to leverage data-driven 

insights, structured domain knowledge, and IoT sensor 

data. By designing a flexible, modular architecture, the 

framework can be adapted to various use cases, such as 

Industry 4.0 systems, smart healthcare, and IoT-enabled 

financial services. The approach emphasizes seamless 

integration, real-time data transparency, and adaptability, 

addressing the scalability challenges identified in current 

hybrid reasoning strategies. 

 

5. Development of Comprehensive Benchmarks for 

Human-Level Concept Learning with IoT Integration 

To address the need for better evaluation metrics, a new set 

of comprehensive benchmarks for human-level concept 

learning, including IoT-driven scenarios, can be created. 

These benchmarks would encompass diverse reasoning 

tasks, such as analogical reasoning, causal inference, and 

multi-step problem-solving, reflecting the complexities of 

IoT data. The methodology involves curating datasets that 

capture a wide range of cognitive and IoT tasks, along with 

designing evaluation criteria that consider real-time 

contextual reasoning. By providing a holistic assessment, 

this approach can guide the development of AI models that 

are aligned with human-level and IoT-aware concept 

learning. 

 

6. Commonsense Knowledge Augmentation in Language 

Understanding Models with IoT Contexts To improve 

commonsense reasoning in natural language 

understanding, a commonsense knowledge augmentation 

methodology incorporating IoT data can be implemented. 

This approach involves integrating external knowledge 

bases, such as ConceptNet or ATOMIC, along with real-

time IoT data into the training process of language models. 

By enhancing the model’s access to structured 

commonsense knowledge and situational IoT information, 

it can better interpret implicit details and make more 
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accurate inferences. This methodology would enable 

models to make deeper, context-aware decisions in tasks 

like reading comprehension, dialogue systems, and IoT-

driven human-machine interactions. 

 

7. Context-Aware Meta-Reinforcement Learning for 

Efficient Task Adaptation in IoT Environments To 

enhance meta-reinforcement learning (meta-RL) strategies, 

a context-aware meta-RL methodology with IoT 

integration can be developed. This approach decomposes 

the learning process into task exploration, task inference, 

and task fulfillment, incorporating a context-sensitive task 

encoder that adjusts based on IoT signals. The encoder 

dynamically alters the model’s exploration strategy, 

improving sample efficiency and reducing the risk of meta-

overfitting in IoT-driven environments. By adapting to the 

specific characteristics of each task and leveraging IoT 

data, this methodology enhances the model’s ability to 

generalize across a wide range of novel tasks. 

 

8. Empirical Evaluation Framework for Explainable AI in 

High-Stakes IoT Domains To address the challenge of 

explainability in high-stakes IoT applications, such as 

smart healthcare and IoT-enabled financial services, an 

empirical evaluation framework for explainable AI (XAI) 

can be proposed. This methodology focuses on developing 

robust metrics and evaluation protocols that assess 

performance, transparency, and trustworthiness of AI 

systems with IoT data integration. The framework involves 

designing experiments that compare explainable and non-

explainable models in real-world IoT scenarios. It 

emphasizes empirical validation to ensure that AI systems 

are both accurate and interpretable by stakeholders, 

improving user trust and regulatory compliance. 

 

9. Dynamic Context-Aware Systems for Next-Generation 

IoT-Driven Wireless Networks To enhance the 

performance of next-generation wireless networks, a 

dynamic context-aware system leveraging IoT, fog, and 

edge computing can be developed. This methodology 

integrates AI techniques with distributed computing 

resources and real-time IoT data for adaptive decision-

making. By utilizing machine learning, natural language 

processing (NLP), and IoT data acquisition, the system can 

dynamically adjust to changing network conditions and 

user needs. This approach aims to optimize network 

planning, operation, and management in ultra-dense IoT 

environments, addressing the complexities of next-

generation wireless systems. 

 

10. Extended Abductive Learning Framework for Complex 

IoT Problem-Solving To harness the potential of 

abductive learning in IoT scenarios, an extended abductive 

learning framework can be designed for complex AI tasks. 

This methodology involves joint optimization of 

perception, logical reasoning, and real-time IoT data 

interpretation, allowing the model to iteratively refine its 

understanding based on observed data and IoT sensor 

inputs. The framework incorporates a feedback loop where 

perceived facts are validated or corrected through logical 

inference and IoT insights, enhancing the model’s 

robustness. By applying this approach to diverse IoT-

driven tasks, such as predictive maintenance and smart city 

operations, it can push the boundaries of current AI 

capabilities beyond traditional methods. 

V. CONCLUSION 

 

The analysis of references 1 to 29 reveals critical gaps in 

current AI research, particularly in the areas of contextual 

reasoning, human-level concept learning, IoT data integration, 

and hybrid methodologies. Existing models often struggle with 

handling nuanced contexts, dynamic IoT-driven scenarios, 

emerging entities, and complex visual tasks, underscoring the 

need for enhanced neuro-symbolic integration, improved 

inductive learning strategies, and holistic visual reasoning 

frameworks that incorporate real-time IoT data. Furthermore, 

the limitations in current benchmarks, commonsense 

reasoning, and meta-reinforcement learning emphasize the 

importance of developing dynamic, adaptive systems that 

leverage neural techniques, symbolic logic, and IoT signals for 

more robust decision-making. 

 

The underexplored potential of abductive learning, combined 

with the complexities introduced by real-time IoT 

environments, highlights the challenges in achieving effective 

explainability, particularly in high-stakes domains like smart 

healthcare, predictive maintenance, and traffic management. 

These domains require comprehensive empirical evaluation 

methods that consider both AI model accuracy and 

interpretability with respect to IoT data inputs. Addressing 

these gaps through novel hybrid approaches, dynamic context-

aware systems, and IoT-integrated evaluation frameworks can 

significantly enhance AI capabilities, bringing them closer to 

human-like intelligence and adaptive decision-making. The 

proposed methodologies pave the way for future research 

aimed at achieving more scalable, interpretable, and 

contextually aware AI systems that can seamlessly incorporate 

IoT data for improved real-world performance. 

 

 Reference 

1. Muff, F., & Fill, H. G. (2022). A Framework for 

Context-Dependent Augmented Reality Applications 

Using Machine Learning and Ontological Reasoning. In 

AAAI Spring Symposium: MAKE. 

2. Lin, Q., Liu, J., Xu, F., Pan, Y., Zhu, Y., Zhang, L., & 

Zhao, T. (2022, July). Incorporating context graph with 

logical reasoning for inductive relation prediction. In 

Proceedings of the 45th international ACM SIGIR 

conference on research and development in information 

retrieval (pp. 893-903). 

3. Zhang, H., Zeng, Z., Lu, K., Wu, K., & Zhang, S. (2022, 

June). Efficient dialog policy learning by reasoning with 

contextual knowledge. In Proceedings of the AAAI 

Conference on Artificial Intelligence (Vol. 36, No. 10, 

pp. 11667-11675). 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 3 

Article Received: 25 December 2022 Revised: 12 January 2023 Accepted: 20 February 2023 

_______________________________________________________________________________________________________________ 
 

 

    643 
IJRITCC | March 2023, Available @ http://www.ijritcc.org 

4. Acharya, M., Roy, A., Koneripalli, K., Jha, S., Kanan, C., 

& Divakaran, A. (2022, October). Detecting out-of-

context objects using graph context reasoning network. 

In IJCAI. 

5. Zhang, H., Zhang, Y., Li, L. E., & Xing, E. (2022). The 

impact of symbolic representations on in-context learning 

for few-shot reasoning. In NeurIPS 2022 Workshop on 

Neuro Causal and Symbolic AI (nCSI). 

6. Lu, P., Qiu, L., Yu, W., Welleck, S., & Chang, K. W. 

(2022). A survey of deep learning for mathematical 

reasoning. arXiv preprint arXiv:2212.10535. 

7. LeClair, A., Jaskolka, J., MacCaull, W., & Khedri, R. 

(2022). Architecture for ontology-supported multi-

context reasoning systems. Data & Knowledge 

Engineering, 140, 102044. 

8. Štefánik, M., & Kadlčík, M. (2022). Can In-context 

Learners Learn a Reasoning Concept from 

Demonstrations?. arXiv preprint arXiv:2212.01692. 

9. McCoy, L. G., Brenna, C. T., Chen, S. S., Vold, K., & 

Das, S. (2022). Believing in black boxes: machine 

learning for healthcare does not need explainability to be 

evidence-based. Journal of clinical epidemiology, 142, 

252-257. 

10. Wang, X., Xie, D., & Zheng, Y. (2022). Referring 

expression grounding by multi-context reasoning. Pattern 

Recognition Letters, 160, 66-72. 

11. Daranda, A., & Dzemyda, G. (2021). Novel Machine 

learning approach for Self-Aware prediction based on the 

Contextual reasoning. International Journal of Computers 

Communications & Control, 16(4). 

12. Schmidtke, H. R. (2021). Reasoning and learning with 

context logic. Journal of Reliable Intelligent 

Environments, 7(2), 171-185. 

13. Hu, D., Wei, L., & Huai, X. (2021). Dialoguecrn: 

Contextual reasoning networks for emotion recognition 

in conversations. arXiv preprint arXiv:2106.01978. 

14. Atzeni, M., Dhuliawala, S., Murugesan, K., & Sachan, 

M. (2021). Case-based reasoning for better generalization 

in textual reinforcement learning. arXiv preprint 

arXiv:2110.08470. 

15. Liu, H., Cui, L., Liu, J., & Zhang, Y. (2021, May). 

Natural language inference in context-investigating 

contextual reasoning over long texts. In Proceedings of 

the AAAI conference on artificial intelligence (Vol. 35, 

No. 15, pp. 13388-13396). 

16. Sodhani, S., Zhang, A., & Pineau, J. (2021, July). Multi-

task reinforcement learning with context-based 

representations. In International Conference on Machine 

Learning (pp. 9767-9779). PMLR. 

17. Wang, H., Zhou, J., & He, X. (2020). Learning context-

aware task reasoning for efficient meta-reinforcement 

learning. arXiv preprint arXiv:2003.01373. 

18. Cooray, T., Cheung, N. M., & Lu, W. (2020). Attention-

based context aware reasoning for situation recognition. 

In Proceedings of the IEEE/CVF Conference on 

Computer Vision and Pattern Recognition (pp. 4736-

4745). 

19. Liu, J., Cui, L., Liu, H., Huang, D., Wang, Y., & Zhang, 

Y. (2020). Logiqa: A challenge dataset for machine 

reading comprehension with logical reasoning. arXiv 

preprint arXiv:2007.08124. 

20. Dalzochio, J., Kunst, R., Pignaton, E., Binotto, A., 

Sanyal, S., Favilla, J., & Barbosa, J. (2020). Machine 

learning and reasoning for predictive maintenance in 

Industry 4.0: Current status and challenges. Computers in 

Industry, 123, 103298. 

21. Ma, Y., Guo, Y., Liu, H., Lei, Y., & Wen, G. (2020). 

Global context reasoning for semantic segmentation of 

3D point clouds. In Proceedings of the IEEE/CVF Winter 

Conference on Applications of Computer Vision (pp. 

2931-2940). 

22. Nie, W., Yu, Z., Mao, L., Patel, A. B., Zhu, Y., & 

Anandkumar, A. (2020). Bongard-logo: A new 

benchmark for human-level concept learning and 

reasoning. Advances in Neural Information Processing 

Systems, 33, 16468-16480. 

23. Leake, D., & Crandall, D. (2020). On bringing case-

based reasoning methodology to deep learning. In Case-

Based Reasoning Research and Development: 28th 

International Conference, ICCBR 2020, Salamanca, 

Spain, June 8–12, 2020, Proceedings 28 (pp. 343-348). 

Springer International Publishing. 

24. Huang, L., Bras, R. L., Bhagavatula, C., & Choi, Y. 

(2019). Cosmos QA: Machine reading comprehension 

with contextual commonsense reasoning. arXiv preprint 

arXiv:1909.00277. 

25. Dai, W. Z., Xu, Q., Yu, Y., & Zhou, Z. H. (2019). 

Bridging machine learning and logical reasoning by 

abductive learning. Advances in Neural Information 

Processing Systems, 32. 

26. Machado, R. S., Almeida, R. B., Pernas, A. M., & 

Yamin, A. C. (2019). State of the art in hybrid strategies 

for context reasoning: A systematic literature review. 

Information and Software Technology, 111, 122-130. 

27. Hollister, D. L., Gonzalez, A., & Hollister, J. (2019). 

Contextual Reasoning in Human Cognition and its 

Implications for Artificial Intelligence 

Systems. Modelisation et Utilisation du Contexte, 1-18. 

28. Bogale, T. E., Wang, X., & Le, L. B. (2018). Machine 

intelligence techniques for next-generation context-aware 

wireless networks. arXiv preprint arXiv:1801.04223. 

29. Zhang, Y., Wei, D., Qin, C., Wang, H., Pfister, H., & Fu, 

Y. (2021). Context reasoning attention network for image 

super-resolution. In Proceedings of the IEEE/CVF 

International Conference on Computer Vision (pp. 4278-

4287). 

http://www.ijritcc.org/

