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Abstract-In this study, an Adaptive Handcrafted Features Convolutional Neural Network (AHFCNN) for lung cancer detection from CT images 

is developed. The database is first built using data from web resources. After that, a pre-processing step is created to purge the photos of 

undesirable information. The pre-processing procedure is also taken into account while enhancing the photos. Because they work on various 

images with excellence and simplicity, the pixel intensity assessment and histogram techniques are used to improve the image quality. The 

Grey level cooccurrence matrix (GLCM) and local binary pattern (LBP) are then used to extract the necessary features. Finally, the CT image 

of the lung cancer is classified using the retrieved features. Convolutional neural networks (CNN) and hybrid meta-heuristic approaches 

(HMHA) are combined in the suggested classifier. The HMHA was applied to the CNN to select the best gain values. The Coati Optimisation 

Algorithm (COA) and Honey Badger Optimisation (HBO) are combined to create the HMHA. The HBO was used in the COA to improve the 

coatis' updating procedure. The proposed methodology was put into practise in Python, and its effectiveness was assessed by taking into account 

performance indicators including sensitivity, specificity, recall, sensitivity, and F-Score. Recurrent Neural Network- Whale Optimisation 

Algorithm (RNN-WOA), Deep Belief Neural Network- Remora Optimisation Algorithm (DBNN-ROA), and CNN- Grey Wolf Optimisation 

(CNN-GWO) are traditional methodologies that are compared to the proposed methodology.  

. 

Keywords- handcrafted features, convolutional neural network, CT image, Local binary pattern, gray level cooccurrence matrix, and coati 

optimization algorithm. 

 

1.INTRODUCTION 

The World Health Organization reports that cancer is the second 

largest cause of mortality worldwide. In terms of overall 

mortality, lung cancer ranks second, with 1.8 million annual 

fatalities. Early lung cancer detection (LCD) is crucial for 

medical professionals to undertake prognostic estimates and 

customize the treatment plan. Given the shortcomings of 

medical technology and the overwhelming workload, LCD 

utilizing artificial intelligence is receiving more and more 

attention in academia and practice. Reducing the time spent on 

medical diagnosis gives clinicians more time to focus on expert 

surgery and consultation, improving the quality of healthcare 

[1]. In contrast to a developing method that uses breath analysis 

via an electronic nose, we consider the conventional method of 

lung cancer screening using biomedical imaging in this work 

[2]. 

Cancer is seen as a major issue that may significantly increase 

mortality in both women and men due to confusing clinical 

testing and non-invasive treatments [3]. Patients with lung 

cancer have a comparatively low survival rate when compared 

to those with other cancers. In the early stages of lung cancer, it 

can be difficult to find the nodule regions that are present in the 

soft lung tissues [4,5]. Lung cancer can be identified using 

computerised tomography (CT) and chest radiographs (CXR) to 

detect pulmonary nodules [6]. Additionally, cutting-edge 

technology is employed to scan the entire chest region in a 

single breath hold and guarantees minimal noise images. When 

oncologists decide how to treat cancer, radiologists frequently 

find lung nodules. The size of the nodule is modest in the 

advance state of the disease, so even with the help of skilled 

radiologists, the doctor must take extra time to look for lung 

cancer. Radiologists give a variety of viewpoints when modest 
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morphological distinctions between benign and malignant 

nodules are present [7]. 

Recent advancements in radiography have been made possible 

by the use of convolutional neural networks (CNN), a subset of 

deep learning (DL). Deep learning-based [8] models have also 

shown potential in the diagnosis of chest radio graph nodules 

and masses, with reported sensitivities in the range of 0.51 to 

0.84 and a mean number of false positive indications per image 

(mFPI) of 0.02-0.34. The ability of radiologists to spot nodules 

was also enhanced by these CAD models as compared to 

working without them[9]. Radiologists may have difficulty 

locating nodules and distinguishing benign from malignant 

nodules in clinical practise. Because nodules frequently 

resemble normal anatomical features, radiologists must pay 

close attention to the shape and marginal characteristics of 

nodules. Even skilled radiologists may incorrectly identify a 

patient since these issues are brought on by the conditions rather 

than the radiologists' abilities [10]. 

The remaining portions of this study are structured as follows. 

To highlight the significance of applying this subject in medical 

science, Section 2 will examine what has been achieved so far 

in terms of using machine learning algorithms to identify 

disorders. Three techniques and all of their phases are fully 

described in Section 3. The methods are used step-by-step to 

demonstrate their outcomes in Section 4. In Section 5, the 

advantages and disadvantages of each approach are discussed, 

along with a method comparison and method sensitivity 

analysis. Following that, the optimal strategy will be discussed, 

and Section 6 will feature upcoming projects. 

2. Related Works 

The use of deep learning techniques has improved the ability to 

identify lung cancer at its most advanced stage. By diagnosing 

the illness early on and taking the appropriate precautions, these 

strategies are utilized to control disease outbreaks. However, 

because these methods are applied singly, gaining reliability 

and more uniform results is more difficult. Some recent works 

related to lung cancer prediction are reviewed.  

The diagnosis of lung cancer has been described by Kanchan 

Sitaram Pradhan et al., [11], using an inventive, clever method. 

Downloading two benchmark datasets that include attribute 

information from several patients' health records was the first 

step in the data collection procedure. Two widely used 

techniques, "Principal Component Analysis (PCA) and t-

distributed Stochastic Neighbour Embedding (t-SNE)", have 

been used to extract features. The deep features were also 

recovered using "the pooling layer of Convolutional Neural 

Network (CNN)". The key features were subsequently 

identified using the Best Fitness-based Squirrel Search 

Algorithm (BF-SSA), also known as optimal feature selection. 

For successfully navigating the search space and enhancing 

feature selection performance, this hybrid optimization 

technique was recognized as being superior in several sectors. 

In order to detect lung cancer on chest radio graphs, Akitoshi 

Shimazaki et al. [12] suggested a deep learning (DL)-based 

method using the segmentation approach. From January 2006 

to June 2018, our hospital separately collected chest radio 

graphs for a training dataset and a test dataset. The DL-based 

model was trained and validated using fourfold cross-validation 

on the training dataset. Using the independent test dataset, the 

model's sensitivity and mean false positive indicators per 

picture (mFPI) were evaluated. The test dataset consists of 151 

radiographs and 159 nodules/masses as opposed to 629 radio 

graphs and 652 nodules/masses in the training dataset. 

A framework for ensemble learning has been presented by Sara 

A. Althubiti et al., [13] for the early diagnosis of lung cancer. 

Choose between median, Gaussian, 2D convolution, and mean 

as the optimal filter to use on medical CT images during the 

preprocessing stage. It was then determined that the median 

filter was the best choice. Next, apply adaptive histogram 

equalization to increase image contrast. The improved pre-

processed image was next submitted to fuzzy c-means and k-

means clustering, two optimization techniques. 

Machine learning was suggested by Sharmila Nageswaran et al. 

[14] to predict lung cancer. This study demonstrates how 

machine learning and image processing technology can be used 

to effectively classify and forecast lung cancer. Getting pictures 

was the first step. The dataset for the experimental investigation 

included 83 CT images from 70 different patients. The 

geometric mean filter was applied before the images were 

processed. As a result, the picture quality increased. The images 

were then divided up using the -means method. With the help 

of this segmentation, the area of the image can be located. Then, 

machine learning-based categorization algorithms were 

applied. ANN, KNN, and RF were among the machine-learning 

methods employed for the classification. 

To aid in the early identification of lung cancer, Negar Maleki 

et al. [15] have provided Computerised Tomography (CT) scans 

of patients. In the first method, artificial neural networks (ANN) 

and convolutional neural networks (CNN) were used to analyse 

and classify the images. The second method involved pre-

processing and segmenting the images before using them with 

CNN and ANN. All the pre-processed and segmented images 

have to be converted into numerical data using feature 

extraction as the final step in the third technique. 
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3. Proposed Architecture 

The use of machine learning algorithms in medicine has 

expanded quickly, according to published studies. Deep 

learning algorithms are less flexible than machine learning 

algorithms when it comes to changing their characteristics. 

Deep learning algorithms, on the other hand, can swiftly assess 

and learn from raw data since they can automatically alter the 

features and collect them. Although deep learning algorithms 

are strong, they require a sufficient amount of data to 

demonstrate their strength. This research develops a deep 

learning-based method for predicting lung cancer. Figure 1 

depicts the architecture.  

 

Figure 1. Proposed Architecture 

3.1. Pre-processing 

In lung cancer detection, pre-processing is a required part of 

empowering classification accuracy. The acquired photos are 

then put through steps to identify pixel noise and contrast 

information to improve the image quality. The obtained photos 

have a variety of inconsistent data and low-quality pixels, which 

reduce the prediction's accuracy for lung cancer. The histogram 

approach and pixel intensity analysis are taken into 

consideration to improve the quality of the supplied CT image. 

3.1.1. Histogram Technique and Pixel Intensity Examination 

The use of image histogram techniques is thought to improve 

image quality since they produce a variety of excellent and 

simple images. In order to authenticate the images by dividing 

them into two divisions, the created approach [16] uses the 

histogram methodology in the acquired CT lung image. The 

photos are also examined using this strategy in terms of quantity 

and quality. Each pixel is measured against the restricted 

parameter to improve the quality of the image, and the noise 

contained within the pixel is divided by the middle parameter. 

This method is being used to delete the picture clamour part in 

the past. After that, measures of splitting the image histogram 

related to weighted mean function and controlling sub 

histogram for empowering picture contrast are used to validate 

the noise-removed CT lung image. The input CT image contains 

G discrete gray level pixels defined as 𝑝0, 𝑝1, … , 𝑝𝑔−1. Once 

initialized, the pixel value of the image is computed based on 

their pixel cumulative distribution, and pixel density is 

calculated. For controlling how the pixels are connected [17] to 

a certain range of pixels, the pixel density is used. The pixel 

quality is estimated in relation to the density parameter, and 

then the density function is computed using, 

𝑃𝐷𝐹(𝑝𝑛) =
𝑛ℎ

𝑛
; ℎ = 0,1,2,3…𝑔 − 1           (1)  

Here, 𝑛 is defined as the complete pixels present in the image 

and 𝑛ℎ  is a pixel parameter related to the parameter h. The 

weighted mean parameter of each pixel is calculated using the 

following formula after the pixel distribution parameter 

calculation.  

𝑥𝑡 =
∑ 𝐿 ∗ 𝐶𝐷𝐹𝑏

𝐿=𝑎

∑ 𝐶𝐷𝐹𝑏
𝐿=𝑎 (𝐿)

                    (2) 

where, 𝑎, 𝑏  is defined as the sub-interval parameter of a 

histogram that is generated up to (0,255). This formulation 

improves the image quality while lowering noise. Sending the 

preprocessed picture to feature extraction.  

3.2. Feature Extraction 

In this approach, from the pre-processed image, the required 

features are extracted. The feature contains information that 

should to variation between classes. These classes may be 

sensitive to nonrelated changes in the pre-processed image and 

it is limited in count, to manage, effectual calculation of 

differential functions, and to limit the quantity of required 

training information. This approach computes the parameter 

pairs that manage the shape of a character uniquely and 

precisely [18]. In this stage, each image is defined by a feature 

vector and its identity. Its target is to avoid the original 

information by managing affirmative characteristics or features 

that vary one input image from another image. 

3.2.1. Gray Level Cooccurrence Matrix (GLCM) 

The statistical method for obtaining texture features must use 

the GLCM methodology. By calculating the degree of 

roughness, granularity, and contrast of the interaction between 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 12 Issue: 2 

Article Received: 25 November 2023 Revised: 12 December 2023 Accepted: 30 January 2024 

___________________________________________________________________________________________________________________ 

 

    924 
IJRITCC | February 2024, Available @ http://www.ijritcc.org 

neighbouring pixels in the image, the mathematical calculation 

takes a grey degree distribution into consideration. The average 

characteristics of the blue, green, and red pixels are taken into 

consideration during the first stage of GLCM computation in 

order to save the grayscale and produce a decent grey 

approximation. The weighted total of the blue, green, and red 

channels is then used with the coefficient parameters according 

to the BR.6001 standard. The co-occurrence matrix is 

calculated next using a large number of grayscale pixel 

parameters. once the co-occurrence matrix has been computed. 

The co-occurrence matrix is multiplied by this duplicate of the 

matrix to create a symmetric matrix. The following step 

involves splitting each symmetrical GLCM by the total number 

of parameters to normalise the symmetrical GLCM [19]. 

Calculating the textural features from the generalised GLCM 

matrix is the final step. Each GLCM feature is used to extract 

the textural features. The following formula is used to calculate 

the GLCM feature: 

 

Figure 2. Flow chart of the GLCM features 

𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

= ∑∑(𝑖 − 𝜇)2𝑝(𝑖, 𝑗)

𝑢𝑖

               (3) 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ ∑ (𝑖𝑗)𝑝(𝑖, 𝑗) − 𝜇𝑥𝜇𝑦𝑗𝑖

𝜎𝑥𝜎𝑦
                 (4) 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑∑ 𝑝(𝑖 − 𝑗)2

𝑖𝑖

                                            (5) 

𝐴𝑛𝑔𝑢𝑙𝑎𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 𝑚𝑜𝑚𝑒𝑛𝑡 = ∑∑{𝑝(𝑖, 𝑗)}2

𝑗𝑖

           (6) 

𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑀𝑜𝑚𝑒𝑛𝑡

= ∑∑
1

1 + (𝑖 − 𝑗)2
. 𝑝(𝑖, 𝑗)          (7)

𝑗𝑖

 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑|𝑖 − 𝑗|

𝑗𝑖

. 𝑝(𝑖, 𝑗)                        (8) 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑝(𝑖, 𝑗)|𝑖 − 𝑗|2

𝑛𝑔−1

𝑖,𝑗=0

                                    (9) 

Here, 𝜎𝑥𝜎𝑦 is a statistical moment of the image that is second-

order, 𝜇𝑥𝜇𝑦  is referred to as the image's first-order statistical 

moments, (𝑥, 𝑦) is defined as the pictorial information of the 

two-variable function, 𝑛𝑔 is characterised as being the number 

of distinct grey levels in the quantized image, 𝑝(𝑖, 𝑗)  the 

normalised grey time spatial dependency matrix and (𝑖, 𝑗) is 

defined as the GLCM coordinates of every ranging.  

3.2.2. Local Binary Pattern (LBP) 

Normally, the LBP is utilized in one radius on eight directional 

matrix coordinates of the matrix parameter. In this paper, a 

kernel matrix is applied to compute the central pixel of the cell. 

Initially, in the first stage of the image [20], it divides into sub-

cells. Based on this process, the first rotation kernel of the LBP 

is presented as follows, 

𝑔(𝑥, 𝑦) = ∑ ∑ 𝑘1(𝑖, 𝑗) × 𝑠1(𝑥 − 𝑖, 𝑦 − 𝑗)

1

𝑗=−1

1

𝑖=−1

              (10) 

Here, 𝑔(𝑥, 𝑦) is a central pixel parameter and it is a pixel matrix 

for the first kernel, 𝑘1 is an eight-rotational kernel. Based on 

this process, the features are extracted. 

3.3. Adaptive Handcrafted Features Convolutional Neural 

Network 

To extract the necessary features for lung cancer detection and 

classification, the GLCM and LBP are used. The features are 

used in the proposed classifier to train the network. For CNN to 

work at its best, a hybrid meta-heuristic technique is devised. In 

the sections following, a thorough explanation of this suggested 

strategy is provided.  

3.3.1. Convolutional Neural Network 

The recommended method creates a weight map of pixel 

activity data from various source photos using CNN for lung 

cancer detection. This research uses a hybrid metaheuristic 

approach to increase the efficacy of CNN training. The CNN 

consists of three convolutional layers and one max pooling 

layer. The first two layers are the convolutional layer. The first 

layer consumes the features from the input image. In the layer 

after that [21], there are more feature maps. The features of the 

output map are extracted by CNN's convolutional layer. The 

term "max-pooling layer" refers to the subsequent layer. In 

order to reduce the number of variables, unnecessary samples 
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from the features are avoided. The output map from the pooling 

layer is used to extract more complicated information from the 

convolution layer using the fourth layer. It is regarded as a 

lightweight design to lessen the learning complexity and 

conserve memory. In addition, each branch's feature maps are 

first concatenated. The concatenated ones are then linked to a 

two-dimensional vector by adding a fully connected layer on 

top of them. The probability distribution of several parameters 

is used while diagnosing lung cancer.It is done by forward 

mapping it to a bi-directional SoftMax layer and categorizing it 

based on this probability value. The SoftMax classifier is 

constructed as follows to produce the CNN network's 

classification for lung cancer: 

𝑓(𝑝𝑖) =
𝑒𝑝𝑖

∑ 𝑒𝑝𝑖𝑛
𝑗=1

                   (11) 

 

Figure 3. CNN Design Architecture 

Complete input vectors are normalised if one 𝑝𝑖 is greater than 

the remaining p, in which case its connected parameter is close 

to 1 and the others are close to 0.The batch size is paired to 128, 

therefore the equation below yields the SoftMax loss function.  

𝑙 = ∑ −𝑙𝑜𝑔𝑓(𝑝𝑖)                                        (12)

𝑏𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒

𝑖=0

 

The loss function is reduced using a hybrid meta-heuristic 

technique with the SoftMax loss function as the optimisation 

aim. The weight decay and momentum are initially set as pairs 

of 0.9 and 0.0005, respectively. Hence, the weight updating 

process is formulated as follows,  

𝑣𝑖+1 = 0.9. 𝑣𝑖 − 0.0005. 𝛼. 𝜔𝑖 − 𝛼.
𝜕𝑙

𝜕𝑤𝑖
               (13) 

𝑤𝑖+1 = 𝑤𝑖 + 𝑣𝑖+1                (14) 

Here, 
𝜕𝑙

𝜕𝑤𝑖
 is defined as the loss derivative of weight, 𝑣𝑖  is 

characterized as the dynamic variable and 𝑙 is characterized as 

the loss function. 

3.3.2. Hybrid meta-heuristic approach 

In the suggested method, the CNN's ideal hyperparameters are 

chosen using a hybrid meta-heuristic method. The hybrid meta-

heuristic method combines HBA and COA. Utilizing HBA 

improves the updating process in the COA algorithm. A 

detailed explanation of the COA and HBA is presented in the 

below section.  

3.3.2.1. Coati Optimization Algorithm 

The coati's behaviour when chasing after iguanas and their traits 

when fleeing from and fending against predators were used to 

construct this algorithm. These natural coati [22]’ 

characteristics are a general inspiration for developing this 

algorithm.  

 

Figure 4. flowchart of the hybrid metaheuristic approach 

The step-by-step process is presented as follows, 

Step 1: Initialization process 

The coatis are defined as population members of the COA 

approach, which is a population algorithm[24]. The parameters 

for the decision parameter are computed for each coati point in 

the search space. The coati's stance defined a potential 

resolution to the problem as a result. The following equation is 

used to initialise the coati position of the search space in the 

initial COA implementation, 
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𝑥𝑖: 𝑥𝑖,𝑗 = 𝐿𝐵𝑗 + 𝑅. (𝑈𝐵𝑗 − 𝐿𝐵𝑗), 𝑖 = 1,2, . . , 𝑛,

𝑗 = 1,2, … ,𝑚                  (15) 

Here,𝑈𝐵𝑗𝑎𝑛𝑑 𝐿𝐵𝑗  is defined as the upper  bound and lower 

bound  of the decision variable,   𝑅 is defined as the random real 

number, 𝑚 is described as the quantity of decision factors. [23], 

𝑛 is characterized as the definite quantity of coatis, 𝑥𝑖,𝑗 is settled 

as the invariable of the decision variable and 𝑥𝑖 is characterized 

as the coati attitude in the search space. The coati’s population 

is mathematically defined as the following matrix, 

𝑥 =

[
 
 
 
 
𝑥1

…
𝑥𝑖

…
𝑥𝑛]

 
 
 
 

𝑛×𝑚

=

[
 
 
 
 
𝑥1,1 … 𝑥1,𝑗 … 𝑥1,𝑚

… … . … … … .
𝑥𝑖,1 … 𝑥𝑖,𝑗 … . 𝑥𝑖,𝑚

… . … . … … . …
𝑥𝑛,1 … . 𝑥𝑛,𝑗 … . 𝑥𝑛,𝑚]

 
 
 
 

𝑛×𝑚

                         (16) 

The positioning of potential solutions in the decision parameters 

results in the validation of numerous parameters of the issue's 

objective function. 

Step 2: Fitness Evaluation 

In this algorithm, CNN hyperparameters are selected. Related 

to this hyperparameter selection, the fitness function is 

formulated as follows,  

𝐹𝐹 = 𝑀𝑎𝑥(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)                 (17) 

Here, the FF is created to obtain the optimal classification 

measure by creating its accuracy.  

Step 3: Exploration stage 

In this stage, the coati position is updated in the search space 

related to validating their approach when attacking iguanas. The 

iguana posture is thought to represent the position of the ideal 

population member in this design. The following is how this 

coatis position update is presented: 

𝑥𝑖
𝑝1

: 𝑥𝑖𝑗
𝑝1

= 𝑥𝑖𝑗 + 𝑅(𝐼𝑔𝑢𝑎𝑛𝑎𝑗 − 𝑖. 𝑥𝑖,𝑗), 𝑓𝑜𝑡 𝑖

= 1,2,… , ⌊
𝑛

2
⌋   𝑎𝑛𝑑 𝑗

= 1,2,… ,𝑚                    (18) 

The iguana is discovered at a random location inside the search 

area once it has fallen to the ground. It is formulated as follows 

in relation to this arbitrary position, coatis on the ground move 

in the search space: 

𝐼𝑔𝑢𝑎𝑛𝑎𝑔: 𝐼𝑔𝑢𝑎𝑛𝑎𝑗
𝑔

= 𝐿𝐵𝑗 + 𝑅. (𝑈𝐵𝑗 − 𝐿𝐵𝑗), 𝑗

= 1,2,… ,𝑚                  (19) 

𝑥𝑖
𝑝1

: 𝑥𝑖𝑗
𝑝1

= {
𝑥𝑖𝑗 + 𝑅(𝐼𝑔𝑢𝑎𝑛𝑎𝑗 − 𝑖. 𝑥𝑖,𝑗)     𝑓𝑖𝑔𝑢𝑎𝑛𝑎

𝑔
< 𝑓𝑖

𝑥𝑖𝑗 + 𝑅(𝑥𝑖,𝑗 − 𝐼𝑔𝑢𝑎𝑛𝑎𝑗
𝑔),                 𝐸𝑙𝑠𝑒

                  𝑓𝑜𝑟 𝑖 

= ⌊
𝑛

2
⌋ + 1, ⌊

𝑛

2
⌋ + 2,… , 𝑛 𝑎𝑛𝑑 𝑗 = 1,2, …𝑚                       (20) 

Every coati's new position is calculated, and if it improves the 

objective function's parameter, the updating method is 

controllable. The coati, though, makes a save at the final 

position. The formulation of this update procedure is as follows: 

𝑥𝑖 = {
𝑥𝑖

𝑝1
𝑓𝑖

𝑝1
< 𝑓𝑖

𝑥𝑖 𝐸𝑙𝑠𝑒
                                           (21) 

Where, ⌊. ⌋ is a floor function, 𝑓𝑖𝑔𝑢𝑎𝑛𝑎
𝑔

 is a value of an objective 

function, 𝐼𝑔𝑢𝑎𝑛𝑎𝑗
𝑔

 is the position of the iguana on the ground, 

𝑖 is characterised as the integer that is picked at random from 

the pair {1,2}, 

 𝐼𝑔𝑢𝑎𝑛𝑎𝑗  is the search space's iguana position, which is 

typically seen of as the best member position, 𝑅 is described as 

the interval real number generated at random, 𝑓𝑖
𝑝1

considered to 

be the objective function parameter, 𝑥𝑖𝑗
𝑝1

 is characterized as the 

dimension, 𝑥𝑖
𝑝1

is defined as the coati's new position as 

computed.  

Step 4: Exploitation stage 

The process for improving the position of coatis in the search 

space is created at this stage based on the typical coatis 

characteristics. A coati is attacked by a predator, but the animal 

manages to get away. In order to model this behaviour, a 

random position is constructed nearby each coati's location in 

relation to the formulation below. 

𝐿𝐵𝑗
𝑙𝑜𝑐𝑎𝑙 =

𝐿𝐵𝑗

𝑇
,𝑈𝐵𝑗

𝑙𝑜𝑐𝑎𝑙 =
𝑈𝐵𝑗

𝑇
,

ℎ𝑒𝑟𝑒 𝑡 = 1,2,… , 𝑇            (22) 

𝑥𝑖
𝑝2

: 𝑥𝑖𝑗
𝑝2

= 𝑥𝑖𝑗 + (1 − 2𝑅) (𝐿𝐵𝑗
𝑙𝑜𝑐𝑎𝑙

+ 𝑅. (𝑈𝐵𝑗
𝑙𝑜𝑐𝑎𝑙 − 𝐿𝐵𝑗

𝑙𝑜𝑐𝑎𝑙)) 𝑓𝑜𝑟 𝑖

= 1,2,… , 𝑛  𝑎𝑛𝑑 𝑗

= 1,2,… ,𝑚                    (23) 
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If the goal function's parameter is improved by the newly 

computed position, which is the condition that is written as 

follows, 

𝑥𝑖 = {
𝑥𝑖

𝑝2
𝑓𝑖

𝑝2
< 𝑓𝑖

𝑥𝑖 𝐸𝑙𝑠𝑒
                (24) 

Here, 𝑅 is defined as the random number, 𝑓𝑖
𝑝2

 is an objective 

function parameter, 𝑥𝑖
𝑝2

 is a novel location computed for the 

coati related to the exploitation phase, 𝑡  is defined as the 

iteration counter.  

Step 5: Termination condition 

It is the final step of the COA. Based on this process, the optimal 

hyperparameter of CNN is optimized. Once the iteration is 

completed, the optimal solution is saved and sent to the CNN 

for classification of lung cancer. In the COA, the updating 

process is enhanced by considering the HBA. The section below 

provides an explanation of this algorithm procedure.  

3.3.2.2. Honey Badger Algorithm 

The honey badgers' foraging traits are started by this algorithm. 

The honey badger digs or smells, then follows the honeyguide 

bird to find the food source. The section below presents the 

HBA's mathematical formulation. 

Step 1: Initialization step 

In this stage, the population of the candidate solution is 

initialized with random coatis updating. It is formulated as 

follows, 

𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

= [

𝑥11 𝑥12 𝑥13 … 𝑥1𝑑

𝑥21 𝑥22 𝑥23 … 𝑥2𝑑

… … … … …
𝑥𝑛1 𝑥𝑛2 𝑥𝑛3 … 𝑥𝑛𝑑

]                                           (25) 

ℎ𝑜𝑛𝑒𝑦 𝑏𝑎𝑑𝑔𝑒𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑥𝑖 = [𝑥𝑖
1, 𝑥𝑖

2, … , 𝑥𝑖
𝑑]                     (26) 

𝑥𝑖 = 𝐿𝐵𝑖 + 𝑅1 × (𝑈𝐵𝑖 −

𝐿𝐵𝑖), 𝑅1 𝑖𝑠 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑚𝑜𝑛𝑔 0 𝑎𝑛𝑑 1   (27)  

Here,  𝑥𝑖 is defined as the honey badger position,𝑈𝐵𝑖 and 𝐿𝐵𝑖 

is defined as a upper and lower   bound. 

Step 2: Fitness Evaluation 

In this evaluation function, the updating process of coati is 

obtained. The fitness function is formulated as follows,  

𝐹𝐹 = 𝑀𝑖𝑛 (𝐶𝑜𝑎𝑡𝑖 𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒)                      (28) 

It reduces the updating time and enhances the outcome of the 

CNN hyperparameter optimization.  

Step 3: Describing Intensity 

 It is associated with the prey's concentration level and the 

separation between the prey and the honey badger. The 

following is how the defining intensity is expressed: 

𝐼𝑖 = 𝑅2 ×
𝑠

4𝜋𝑑𝑖
2 , 𝑅2 𝑖𝑠 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑚𝑜𝑛𝑔 0 𝑎𝑛𝑑 1                (29)  

𝑠 = (𝑥𝑖 − 𝑥𝑖+1)
2                  (30) 

𝑑𝑖 = 𝑥𝑝𝑟𝑒𝑦 − 𝑥𝑖                  (31) 

Here, 𝑑𝑖 is outlined as the separation between the badger and its 

prey.and 𝑠 is  referred  as the source and concentration strength.  

Step 4: Upgrade density factor 

To facilitate the shift from exploration to exploitation, it 

controls time-varying randomness. This decreasing factor 

which reduced [25] with iterations to decrease randomization 

with time. This density factor is presented as follows, 

𝛼 = 𝑐 ×

𝑒𝑥𝑝 (
−𝑇

𝑇𝑚𝑎𝑥
) , 𝑇𝑚𝑎𝑥  𝑖𝑠 𝑎 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 (32)  

Here, 𝑐 is defined as the constant.  

Step 5: Local optima escaping condition and updating process 

The three steps are used to get away from the regionally 

advantageous areas. This algorithm takes into account a flag 

that controls search direction for reserving chances for agents to 

search the search location during this operation. Phases of 

digging and honey are used to acquire the updated process of 

HBA. 

𝑥𝑛𝑒𝑤 = 𝑥𝑝𝑟𝑒𝑦 + 𝑓 × 𝛽 × 𝑖 × 𝑥𝑝𝑟𝑒𝑦

+ 𝑓 × 𝑟3 × 𝛼 × 𝑑𝑖

× |𝑐𝑜𝑠(2𝜋𝑟4) × [1

− 𝑐𝑜𝑠(2𝜋𝑟5)]|                (33) 

Here, 𝑓 is defined as the flag and it manages search direction, 

𝑟3, 𝑟4, 𝑟5 is defined as the random numbers between 0 and 1, 𝑑𝑖 

is characterised as the separation between honey badgers and 
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their prey and 𝑥𝑝𝑟𝑒𝑦 is defined as the prey position that is the 

optimal position.  

𝑓 = {
1 𝑖𝑓 𝑟6 ≤ 0.5

−1 𝑒𝑙𝑠𝑒
     𝑟6 𝑖𝑠 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟  

𝑎𝑚𝑜𝑛𝑔 0 𝑎𝑛𝑑 1               (34)  

 

The case when a honey badger manages a honeyguide bird to 

obtain a beehive is simulated by using the below equation, 

𝑥𝑛𝑒𝑤 = 𝑥𝑝𝑟𝑒𝑦 + 𝑓 × 𝑅7 × 𝛼 ×

𝑑𝑖 , 𝑅7 𝑖𝑠 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑚𝑜𝑛𝑔 0 𝑎𝑛𝑑 1                 (35)  

Here, 𝑥𝑝𝑟𝑒𝑦  is characterized as the prey location, 𝑥𝑛𝑒𝑤  is 

characterized as a new position of honey badger. The search in 

this stage is affected by time-varying search characteristics. A 

honey badger is calculating the disruption, though. Because of 

the exploitation and exploration phases, HBA theoretically has 

a connection to a global optimisation algorithm. Based on this 

process, the HBA is utilized to update the coatis in the 

population. Based on the hybrid meta-heuristic approach, the 

optimal CNN parameters are optimized. Additionally, it 

enhances the lung cancer classification.  

4. Performance Evaluation 

In this section, the validation of the suggested method is 

examined and presented. The suggested technique is designed 

to recognise lung cancer from the image database. The deep 

learning model aims to improve the precision of detection. For 

fine-tuning the deep learning model, a hybrid metaheuristic 

technique is also devised. Utilising common performance 

metrics like F1-score, recall, precision, mean square error, mean 

absolute error, and accuracy, the suggested deep learning model 

is assessed. The usefulness and efficiency of these measures in 

predicting lung cancer are evaluated. The performance of lung 

cancer detection is typically calculated using precision as a 

parameter. In Table 1, the simulation metrics are listed. 

Table 1: Simulation Variables 

S.No Parameter Value 

1 Number of search 

agent 

50 

2 Momentum 0.9 

3 Maximum epochs 15 

4 Constant (c) 2 

5 Learn rate drop 

period 

5 

6 optimizer hybrid metaheuristic 

approach 

7 Number of iterations 100 

8 Learn rate drop factor 0.2 

9 Beta 6 

10 Mini batch size 500 

Dataset description: 

In the autumn of 2019, three months were spent in the 

aforementioned specialised institutions compiling the lung 

cancer data collection for the Iraq-Oncology Teaching 

Hospital/National Centre for Cancer Diseases (IQ-

OTH/NCCD).It includes CT pictures of both healthy volunteers 

and lung cancer patients at various stages of the disease. 

Oncologists and radiologists from these two centres commented 

IQ-OTH/NCCD slides.The dataset is made up of 1190 images 

total, which were extracted from slices of CT scans from 110 

instances. These cases are broken down into three groups:  

benign,  malignant and normal. One hundred and fifty-five of 

them have been classified as normal, forty as malignant, and 

fifteen as benign. It was done in DICOM format for the initial 

collection of CT images. Figure 5 shows three sample photos 

with classes. 

  

S.No Benign Malignant Normal 

1 

   

2 

 
  

3 
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4 

   

5 

   

Figure 5. Sample Images 

 

Figure 6. Mean square error 

By taking mean square error into account, the proposed 

methodology for lung cancer prediction is validated. The 

suggested method is contrasted with the well-known CNN-

GWO, RNN-WOA, and DBNN-ROA methods. Based on their 

training data, CNN-HBO's suggested method produces 

minimum and maximum error levels of 0.3 to 0.5. The 

minimum and maximum error values for the standard CNN-

GWO, RNN-WOA, and DBNN-ROA approaches are 0.7-1.0, 

0.72-1.2, and 0.72-1.3, respectively. The proposed technique 

has low MAE during the prediction of lung cancer, according to 

comparison validation. We can therefore draw the conclusion 

that the suggested methodology produces the best results 

possible when measuring MAE. By taking the F1-score into 

account, the proposed methodology for lung cancer prediction 

is validated and it is given in Figure 6. The suggested method is 

contrasted with the well-known CNN-GWO, RNN-WOA, and 

DBNN-ROA methods. Based on their training data, CNN-

HBO's suggested method produces a minimum and maximum 

F1-score of 0.58 to 0.95. The minimum and F1-score for the 

standard CNN-GWO, RNN-WOA, and DBNN-ROA 

approaches are 0.32-0.68, 0.38-0.56, and 0.28-0.6, respectively. 

The proposed technique has a high F1-score during the 

prediction of lung cancer, according to comparison validation. 

We can therefore draw the conclusion that the suggested 

methodology produces the best results possible when measuring 

the F1 score. By taking precision into account, the proposed 

methodology for lung cancer prediction is validated and it is 

given in Figure 7. The suggested method is contrasted with the 

well-known CNN-GWO, RNN-WOA, and DBNN-ROA 

methods. Based on their training data, CNN-HBO's suggested 

method produces minimum and maximum precision of 0.38 to 

0.7. The minimum and precision for the standard CNN-GWO, 

RNN-WOA, and DBNN-ROA approaches are 0.2-0.58, 0.19-

0.58, and 0.15-0.28, respectively. The proposed technique has 

high precision during the prediction of lung cancer, according 

to comparison validation. We can therefore draw the conclusion 

that the suggested methodology produces the best results 

possible when measuring precision. 

 

Figure 7: F1-Score 

 

Figure 8. Precision 

By taking specificity into account, the proposed methodology 

for lung cancer prediction is validated and it is given in Figure 

9. The suggested method is contrasted with the well-known 

CNN-GWO, RNN-WOA, and DBNN-ROA methods. Based on 

their training data, CNN-HBO's suggested method produces 
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minimum and maximum specificity of 0.48 to 0.79. The 

minimum and maximum specificity for the standard CNN-

GWO, RNN-WOA, and DBNN-ROA approaches are 0.48-

0.68, 0.43-0.62, and 0.43-0.68, respectively. The proposed 

technique has high specificity during the prediction of lung 

cancer, according to comparison validation. We can therefore 

draw the conclusion that the suggested methodology produces 

the best results possible when measuring specificity. By taking 

mean square error into account, the proposed methodology for 

lung cancer prediction is validated and it is given in Figure 9. 

The suggested method is contrasted with the well-known CNN-

GWO, RNN-WOA, and DBNN-ROA methods. Based on their 

training data, CNN-HBO's suggested method produces a 

minimum and maximum mean square error of 0.38 to 0.82. The 

minimum with maximum mean square error for the standard 

CNN-GWO, RNN-WOA, and DBNN-ROA approaches are 

0.68-1.6, 0.76-1.7, and 0.81-1.98, respectively. The proposed 

technique has a low mean square error during the prediction of 

lung cancer, according to comparison validation. We can 

therefore draw the conclusion that the suggested methodology 

produces the best results possible when measuring mean square 

error. 

 

Figure 9. Specificity 

 

Figure 10.Mean Square error 

 

Figure 11.Accuracy 

 

Figure 12. Recall 

By taking accuracy into account, the proposed methodology for 

lung cancer prediction is validated and it is given in Figure 10. 

The suggested method is contrasted with the well-known CNN-

GWO, RNN-WOA, and DBNN-ROA methods. Based on their 

training data, CNN-HBO's suggested method produces 

minimum and maximum accuracy of 0.72 to 0.92. The 

minimum and maximum accuracy for the standard CNN-GWO, 

RNN-WOA, and DBNN-ROA approaches are 0.62-0.72, 0.65-

0.75, and 0.31-0.38, respectively. The proposed technique has 

high accuracy during the prediction of lung cancer, according 

to comparison validation. We can therefore draw the conclusion 

that the suggested methodology produces the best results 

possible when measuring accuracy. By taking recall into 

account, the proposed methodology for lung cancer prediction 

is validated and it is given in Figure 11. The suggested method 

is contrasted with the well-known CNN-GWO, RNN-WOA, 

and DBNN-ROA methods. Based on their training data, CNN-

HBO's suggested method produces minimum and maximum 
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recall of 0.72 to 0.95. The minimum and maximum recall for 

the standard CNN-GWO, RNN-WOA, and DBNN-ROA 

approaches are 0.62-0.73, 0.65-0.76, and 0.31-0.39, 

respectively. The proposed technique has high recall during the 

prediction of lung cancer, according to comparison validation. 

We can therefore draw the conclusion that the suggested 

methodology produces the best results possible when measuring 

recall. 

5. Conclusion 

An AHFCNN for detecting lung cancer from the CT image has 

been created in this study. The database was initially compiled 

from online sources. The pre-processing procedure was devised 

to remove extraneous information from the photos after that. 

Additionally, the pre-processing procedure has been taken into 

account to improve the photos. Because they are effective and 

straightforward when applied to various images, the pixel 

intensity evaluation and histogram approaches have been used 

to enhance image quality. Following that, the GLCM and LBP 

were used to extract the necessary characteristics. The lung 

carcinoma from the CT scan is finally classified using the 

retrieved features. A CNN and an HMHA were combined to 

create the suggested classifier. The best gain settings for the 

CNN were selected using the HMHA. It combines the COA and 

HBO to form the HMHA. The HBO was used in the COA to 

speed up the coati upgrading process. Accuracy, precision, 

recall, F-Score, sensitivity, and specificity were performance 

indicators taken into account while evaluating the proposed 

methodology's effectiveness once it was implemented in 

Python. In comparison to the traditional methods RNN-WOA, 

DBNN-ROA, and CNN-GWO, the proposed methodology is 

evaluated. The evaluation of lung cancer prediction in the future 

will take into account real-time data.  
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