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ABSTRACT 

Distributed systems' reliability and high availability have long been essential concerns. If you want to keep your customers happy 

and keep money coming in, you need to make sure your cloud services are always available and trustworthy. There have been 

numerous suggestions for improving the cloud's availability and reliability, but no thorough studies that address the whole issue 

have been carried out. A system's fault-tolerance level determines how well it can continue operating even if some part of it fails. 

We need a lot more software choices, and mission-critical systems must be up at all times. To buy something, for instance, we might 

like to check out an online store. It doesn't matter if it's 3 in the morning on a holiday or 9 in the morning on a Monday; what matters 

is that the site is accessible and prepared to take our payment. Many companies can't afford to fail if these expectations aren't met. 

Thousands of dollars could be lost for every minute that an active e-commerce site is down, even with the most careful estimations. 

Companies and groups invest much in developing software systems that can deal with errors for reasons like these. The infrastructure 

offered by Amazon Web Services (AWS) is perfect for developing software systems that can withstand failures. Having said that, 

this feature is not exclusive to our platform. Any platform can host a fault-tolerant software system if enough effort and time are put 

into it. Amazon Web Services (AWS) stands out from the competition because it lets you construct resilient systems with little to 

no initial investment and human intervention. 
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1. INTRODUCTION 

In the past, companies would build their own applications from 

the ground up, sometimes using third-party components or 

platforms. Not long ago, this was the norm. On the other hand, a 

new era began with the introduction of service-oriented 

architecture (SOA), which allowed applications to delegate some 

tasks to third-party services that were already in place [1]. 

Companies need to allocate more resources, both in terms of time 

and money, in order to scale up their information technology 

infrastructures in order to satisfy the ever-evolving demands of 

their businesses. However, while it is true that achieving this goal 

through one's own premises and investments is a cost-effective 

option, it also hinders enterprises from maximising their resource 

utilisation [2]. Companies have been compelled to look for new 

alternative technological solutions as a result of these issues. 

Cloud computing is a relatively new technology that aims to 

increase processing capacity so that millions of instructions per 

second can be executed. Currently, the term "cloud computing" 

and the services it provides are highly regarded in the IT 

industry.The provision of information technology and computing 

resources through the network is a relatively new development 

in the field of information technology that can be regarded as 

a paradigm shift. The 2009 and 2011 revisions to the National 

Institute of Standards and Technology's definition of cloud 

computing are among the most famous and generally agreed 

upon. According to this definition, "Cloud computing is a 

model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable computing 

resources (such as networks, servers, storage, applications, and 

services) that can be rapidly provisioned and released with 

minimal management effort or service provider interaction" 

[3]. Users are able to tap into a common pool of computing 

resources through the cloud computing architecture.  

New developments in cloud computing are amplifying the 

trend towards cloud virtualization. To rephrase, cloud 

computing's services are a major development in the direction 

of the utility computing paradigm's actualization [4]. Users are 

able to access services even if they are hosted in a different 

location or supplied in a different manner, according to this 

computing model. 
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Computing technologies have evolved over the years, with 

examples including cluster and grid computing, virtualization, 

service-oriented computing, and more. Cloud computing, on the 

other hand, is a relatively new phenomenon that is currently 

grappling with the absence of thorough standards and solutions 

[5-8]. Consequently, cloud business models and technologies 

bring with them a number of important challenges, such as load 

balancing [9-10], security, energy efficiency, workflow 

scheduling [10-15], data/service availability, licence 

management, data lock-in, and API design [16-18].  

Concerns about service reliability and high availability (HA) are 

among the most important ones when it comes to cloud 

computing. A system's reliability can be defined as the 

probability that it will remain operational throughout a given 

time frame without experiencing any faults. However, the 

likelihood that a system is available and operating properly at 

time 't' is what we mean when we talk about its availability [19-

20]. Maintaining client trust and avoiding revenue losses due to 

service level agreement (SLA) violation fines are both made 

impossible without high availability (HA) in cloud services. 

Businesses and government agencies worldwide have been 

increasingly interested in cloud computing environments in 

recent years as a means to support mission-critical technologies. 

[21-29] However, cloud services' unreliability and low 

availability is quickly becoming an issue. Cloud service failures 

and an availability rate of about 99.91% have resulted in losses 

of about $285 million per year, according to studies.[30-31] 

2. AMAZON MACHINE IMAGES 

Amazon Elastic Compute Cloud (EC2) is a web service provided 

by Amazon Web Services that enables the construction and 

hosting of software systems through the provision of computing 

resources, namely as server instances. Amazon Elastic Compute 

Cloud (EC2) is an excellent entry point for those who are new to 

building apps on Amazon Web Services. A reliable and durable 

system can be built using many instances and two of the EC2 

supplemental services, Auto Scaling and Elastic Load Balancing. 

A initial impression might be that an instance of Amazon Elastic 

Compute Cloud is no different from a traditional server. Linux, 

Windows, and OpenSolaris are among the most popular 

operating systems utilised by instances in Amazon Elastic 

Compute Cloud. This allows for the accommodation of software 

that is interoperable with those OSes. Because Amazon EC2 

instances have IP addresses, you can use the standard techniques 

for connecting to distant machines, including SSH or RDP. 

 

Figure 1 - Amazon Machine ImageOne can describe your 

service instances using an AMI, or Amazon Machine Image. 

The operating system, application server, and programmes are 

all part of the software configuration that is delivered to an 

instance type using this template. Similar to hardware 

archetypes, the amount of RAM and number of CPUs required 

by your application determine the instance type you choose in 

Amazon Elastic Compute Cloud (EC2) when creating an 

account. The following diagram shows the link between AMIs 

and the various instance types of server resources that can be 

created using them. 

 

Many AMIs with typical software setups are published by 

Amazon. Not only that, but a number of AWS developers have 

released their own unique AMIs. You may locate all of these 

AMIs on the AWS website's Amazon Machine Image 

resources page2. However, if you want to construct AWS apps 

that can withstand failure, you need start by compiling your 

own AMI library. At minimum, one AMI that you have 

developed should make up your application. Then, starting 

your application is as easy as launching the AMI.  

If your app runs on the web, for instance, your application 

manifest file (AMI) should include the web server 

configuration, any related static material, and the code for any 

dynamic pages. Internet Information Server (IIS) and Apache 

are two popular web servers. You can also configure your AMI 

to run instances with all the required software components and 

content pre-installed. This might be achieved by running a 
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bootstrap script. That is why your web server and application can 

start taking requests the moment the AMI is launched. After 

you've made an AMI, it's easy to replace an unhealthy instance; 

all you have to do is begin a new instance using the AMI as a 

blueprint. 

2.1 Elastic IP Addresses 

Public IP addresses, known as Elastic IP Addresses, can be 

"routed" to any instance of Amazon Elastic Compute Cloud 

(EC2) in a given region. To make it easier to build fault-

tolerant systems, these addresses are associated with an AWS 

account instead of an instance or the length of time an instance 

is running. If an instance fails, an elastic IP address can be 

easily transferred to a new instance. Elastic IP addresses, like 

Amazon Elastic Block Storage volumes and all other EC2 

resources, can be programmatically accessed through the AWS 

Management Console or the API.

 

 

Figure 2 - Elastic IP addresses

3. FAILURES CAN BE USEFUL 

Although it's not always easy to accept, the truth is that the 

majority of software systems will eventually become obsolete. 

This might be attributable to a combination of the following 

factors: 

There will be memory and resource leaks in the software. All 

software, whether you've created it yourself or rely on it (such as 

operating systems, device drivers, and application frameworks), 

falls under this category. 

Fragmentation of file systems over time will have an effect on 

performance.  

Physical deterioration is inevitable with hardware, especially 

storage systems. 

Although these issues can be partially reduced through 

disciplined software engineering, in the end, even the most 

advanced software system relies on several components (such as 

the operating system, firmware, and hardware) over which it has 

no influence. At some point, your application's availability will 

be disrupted due to a failure that was caused by a mix of 

hardware, system software, and your own software. There are 

practical and economical constraints that limit the 

aggressiveness of hardware maintenance and servicing in a 

traditional IT system. Amazon Elastic Compute Cloud, on the 

other hand, lets you terminate and re-create resources 

whenever you need them. At regular intervals, additional 

server instances can be added to an application that fully 

utilizes the AWS infrastructure. This will make sure that your 

system is not negatively impacted by any possible degradation. 

To revive this resource, you are effectively leveraging an event 

that would normally be seen as a failure, like a server 

shutdown. According to this point of view, the actual definition 

of an AWS application should focus on the service it provides 

to clients rather than the server instance(s) that comprise it. 

According to this way of thinking, the server instances are no 

longer important and can be thrown away. 

3.1 Auto Scaling 

For any application to be well-designed and run on the AWS 

platform without errors, the idea of automatically adding and 

adjusting computing resources is essential. With Auto 

Scaling3, you have a tremendous tool at your fingertips. Using 

Auto Scaling, you may effortlessly increase or decrease the 

capacity of your Amazon EC2 instance. When deciding 
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whether to use more or fewer server instances, you can set criteria 

like:  

1. Start new server instances or stop existing ones when the count 

reaches a specific threshold.  

Launch or terminate server instances when their resource use 

exceeds or falls below a specified threshold, whether it be CPU, 

network, or disk. The Amazon CloudWatch service will gather 

these metrics since it keeps tabs on Amazon EC2 instances.  

With Auto Scaling, you can easily launch new server instances 

whenever you need them, even when you terminate an existing 

one. With Auto Scaling, you can create more instances as needed 

to handle growing workloads, and they will be automatically 

terminated when they are no longer needed. 

4. ELASTIC LOAD BALANCING 

To evenly distribute incoming traffic to your application, 

Elastic Load Balancing utilises many Amazon EC2 instances, 

an AWS offering. The process of Elastic Load Balancing 

begins with the assignment of a DNS host name and continues 

with the assignment of a group of Amazon Elastic Compute 

Cloud instances to process requests made to this host name.

 

 

Figure 3 - Elastic Load Balancing

Elastic Load Balancing is able to identify low-health instances 

inside the Amazon Elastic Compute Cloud (EC2) pool and 

intelligently redirect traffic to those instances. This process is 

repeated until all instances that caused harm have been restored. 

Elastic Load Balancing lets you utilise a single DNS name for 

addressing, and Auto Scaling makes ensuring that there are 

enough running Amazon Elastic Compute Cloud instances to 

handle incoming requests. The two features work hand in hand 

and are a perfect suite. 

4.1 Regions and Availability Zones 

Distributing your application on a regional basis is another 

crucial step in gaining improved fault tolerance. Make sure your 

app is safe by running it in many datacenters across different 

locations in case any of Amazon Web Services'sdatacenters go 

down. Amazon Web Services is accessible from several 

locations. Data storage, instance operation, queue establishment, 

and database instantiation can all be done according to your 

specifications when utilising AWS. There are five regions that 

make up AWS infrastructure services, including Amazon 

Elastic Compute Cloud (EC2). These regions are Northern 

Virginia (US East), Northern California (US West), Ireland 

(EU), Singapore (Asia Pacific), and Japan (Asia Pacific). One 

minor variation in Amazon S3's region structure is the US 

Standard. This includes datacenters everywhere from Northern 

California in the US to Ireland in the EU to Singapore and 

Japan in Asia Pacific and beyond.  

Different regions have different availability zones (AZs). In a 

Region, there are several physical locations called Availability 

Zones. These zones are designed to provide low-latency, cost-

effective network access to other zones in the same region, and 

they can also withstand failures in other zones. To safeguard 

your applications from a potential (albeit improbable) failure 

that impacts a whole Availability Zone, it is recommended to 
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create instances in distinct zones. Geographically distributed and 

including many areas or nations, regions are made up of one or 

more Availability Zones. Each Amazon Elastic Compute Cloud 

(EC2) region is guaranteed an availability rate of 99.95% 

according to the service level agreement. 

 

 

 

5. BUILDING MULTI-AZ ARCHITECTURES TO 

ACHIEVE HIGH AVAILABILITY 

One way to ensure your application is always available is to 

distribute it across different Availability Zones. To create a 

multi-site solution, it is possible to deploy redundant instances 

to different Availability Zones for each layer of an application, 

such as the web, application, and database. Our aim is to ensure 

that every application stack is replicated in at least two separate 

Availability Zones. Utilizing Elastic Load Balancing can 

further increase fault tolerance while reducing the need for 

manual intervention.

 

 

Figure 4: Employ Multiple Availability Zones and Elastic Load Balancers.

Installing an Elastic Load Balancer behind your compute 

instances is one approach to enhance fault tolerance. This is 

because, in addition to limiting traffic to only stable Amazon 

EC2 instances, the load balancer may automatically divide it 

across many instances and Availability Zones. You can equally 

divide incoming application traffic among Amazon Elastic 

Compute Cloud instances situated in one or more Availability 

Zones with the help of Elastic Load Balancers. Instance health 

can be detected using Elastic Load Balancing on Amazon Elastic 

Compute Cloud. It stops routing traffic to unhealthy Amazon 

EC2 instances the moment it finds them. Instead, it distributes 

the workload across the remaining instances that are in good 

health. Elastic Load Balancing will redirect requests to 

available instances in other availability zones in the event that 

all of your Amazon EC2 instances in one zone fall down. Make 

sure you have instances configured in more than one 

availability zone. Once the original Amazon EC2 instances are 

back to normal, it will start balancing the load again.
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Figure 5: Harness the Power of Elastic IPs and MAZs

In an AWS Region, Auto Scaling makes it simple to automate 

the addition or removal of capacity by coordinating across 

multiple Availability Zones. Two database solutions provided by 

AWS, SimpleDB and Amazon Relational Database Service 

(Amazon RDS), may make managing a multi-site system easier 

and cheaper. 

6. FAULT-TOLERANT BUILDING BLOCKS  

Amazon Elastic Compute Cloud (EC2) and its capabilities allow 

you to build and launch apps on a robust and affordable platform. 

Still, they're not the only thing that Amazon Web Services offers. 

A wide variety of Amazon Web Services products are available 

for integration with application development workflows. You 

can improve your own apps' fault tolerance by making use of 

these web services, which are inherently fault-tolerant. 

6.1 Amazon Simple Queue Service  

An extremely dependable distributed messaging system, 

Amazon Simple Queue Service (SQS) can support your 

application's fault tolerance. You can store messages in queues 

you construct. Since each queue is defined as a URL, any 

server with Internet connection can access them, subject to the 

queue's connection Control List (ACL). With Amazon Simple 

Queue Service (SQS), you can make sure that your queue is 

available at all times; messages sent to a queue are kept for four 

days (or until your application reads and deletes them). Below 

is an example of a canonical system architecture that makes 

use of Amazon Simple SQL.

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 12 Issue: 2 

Article Received: 25 November 2023 Revised: 12 December 2023 Accepted: 30 January 2024 

___________________________________________________________________________________________________________________ 

 
    862 
IJRITCC | February 2024, Available @ http://www.ijritcc.org 

 

Figure 6 - Amazon SQS System Architecture

To handle requests, this sample makes use of an Amazon SQS 

queue. Many Amazon Elastic Compute Cloud instances are 

always scanning the queue for new requests. One of these 

Amazon Elastic Compute Cloud instances will receive a request 

and process it. It returns to polling as soon as that instance 

finishes processing the request. Adding more workers to more 

instances of Amazon Elastic Compute Cloud allows you to scale 

upwards as the average message processing time or queue size 

increases. Typically, Auto Scaling is used to manage Amazon 

Elastic Compute Cloud (EC2) instances in such a way that there 

are always sufficient instances acting as "workers" to process the 

messages that are queued. Even if all worker processes die, 

Amazon Simple Queue Service (SQS) will keep messages in its 

queue. You can create replacement Amazon EC2 instances with 

plenty of time to spare because messages are kept for up to four 

days. 

CONCLUSION  

The learning curve for developing cloud applications is greatly 

reduced with Amazon Elastic Compute Cloud (EC2) because it 

delivers server instances that are conceptually quite comparable 

to conventional servers. But that's only the start; you won't get 

very far in terms of cost, performance, or fault tolerance if you 

approach Amazon EC2 server instances similarly to normal 

hardware server instances. By utilising the additional capabilities 

of Amazon Web Services (AWS) products, such as Elastic 

Compute Cloud (EC2), the platform's true capabilities can be 

realised. Elastic IP addresses, multiple Availability Zones, and 

the ability to quickly commission replacement instances are 

some of the best practices for building fault-tolerant 

applications on Amazon Elastic Compute Cloud (EC2). With 

Auto Scaling, you may automate the launch of a replacement 

server in the event of a failure, drastically reducing the time 

and resources needed for server monitoring. When a server 

isn't working properly, Auto Scaling might automatically start 

a new one after you terminate the old one. You can make your 

application's endpoint public with the help of Elastic Load 

Balancing. Users will not be able to see the ebb and flow of 

instances being started, terminated, or re-launched on Amazon 

Elastic Compute Cloud. 
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