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ABSTRACT 

Big data is now an integral part of many fields of research due to the rapid advancement of digital tools for data processing. With 

the system's help, the business analysis process may be quickly developed and implemented with flexibility, allowing for faster 

contact and reaction times. It also helps with the management and development of smart data analysis programmes, which are 

constantly evolving. The suggested method enables users to do batch and streaming computations concurrently by combining online-

streaming analysis with offline-batch models. Big data analysis using cloud capabilities and user-customizable workflow techniques 

are also available. Cloud workflow system modelling, application customisation, dynamic construction, and scheduling are all 

included in this study. To improve efficiency, it is suggested to use a chain workflow foundation mechanism that combines multiple 

analytic components into one. To ensure the system's analytical competence, four real-world application examples are given. The 

results of the experiments demonstrate that the suggested system makes good use of data analysis methods and can handle numerous 

users logging in at the same time. Network operators have used the suggested SaaS workflow solution, and it has proven successful 

for them. 

Keywords: Big data intelligent analysis; cloud workflow; SaaS; cloud computing 

 

1. INTRODUCTION 

A survey on business process integration (BDI) solution 

implementations was carried out by the Accenture corporation. 

A whopping 92% of managers are satisfied with the outcomes 

achieved by BDI solutions, and an overwhelming 89% think that 

big data analytics and integration is crucial to their company 

strategy for taking advantage of competition. Computers have 

been 33% cheaper, storage has become 38% cheaper, and 

bandwidth has become 27% cheaper annually, according to the 

Internet Trends Report from KPCB's Mary Meeker. This trend 

has persisted for the last twenty years. Data selection, collection, 

storage, communication, searching, visualisation, privacy and 

security assurance, and overall data handling are the main 

obstacles to BDI processing.  

Effective decision making is driven by the efficiency with which 

big data is handled. Investment costs have been decreased, and 

the big data management and analytics area has been enhanced, 

thanks to advancements in computer infrastructures, algorithms, 

and novel technologies. This has allowed businesses to get the 

best value for their investment. 

1.1 Motivation and significance of BDI study 

Big data would be quite valuable, according to the 

business experts. Businesses are improving the customer 

experience and cutting expenses through digital 

transformation. Customers would prefer to be able to view 

their own data and do transactions while on the move. The 

information can be made reliable, standardised, and actionable 

by online processing of bigdata employing analytical tools in 

organisations. With the use of big data insights, businesses are 

able to create more BDI apps, make better business decisions, 

and increase productivity. The possibility of cyberattacks has 

grown alongside the revolution in computing and 

digitalization. There is a growing and increasingly 

complicated cyber danger from hackers. Intelligent and secure 

business process automation systems have been designed 

using ML and DL methodologies. Since 2019, more money 

has been going towards machine learning initiatives than into 

all of AI's other endeavours put together. In order to get 

business insight and make choices in real-time, Walmart 

organisation has used BDI technologies. When planning their 

marketing strategy, several prominent fast food chains are 

turning to BDI solutions to uncover emerging business trends. 

These companies include McDonald's, KFC, and Pizza Hut. In 

addition to other businesses, casinos have found success in 
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recent years by implementing BDI solutions to boost income and 

encourage repeat business. In order to anticipate guests' actions, 

preferences, and dietary needs, the hospitality sector employs 

BDI software. Modern tourists also rely on digital technologies 

to gather information about any and all tourist-related topics. In 

order to provide high-quality healthcare services while reducing 

time and money wasted, the healthcare industry has used BDI. 

Public services in smart cities are being developed by 

governments using BDI. Thanks to BDI's data insights and 

analytical reports, e-commerce sectors like Amazon, Flipkart, 

etc. have been empowered. Meteorologists were able to make 

more accurate weather predictions by integrating AI, BDI, and 

visualisation technologies. Modern agriculture has effectively 

implemented BDI solutions. The use of digital marketing has 

been made possible by BDI solutions, which is crucial for the 

success of any organisation. 

The need for powerful data analysis tools has skyrocketed in 

tandem with the proliferation of both the variety and volume of 

available data. Data processing systems [1] collect and process 

data items in order to extract valuable insights from them. 

Businesses can benefit from data analysis in a number of ways, 

including better customer experience, more informed business 

development, and better market judgements. Many older data 

analysis systems, like SPSS, operate independently. Data 

processing systems in the big data age typically use distributed 

computing and the cloud. Data mining, querying, ETL, and 

online analytical processing (OLAP) are just a few of the data 

analysis methodologies that have been utilised in a distributed 

computing fashion to manage large data sets. This research 

focuses on improving the big data analysis system's performance 

by integrating workflow technologies. 

As data volumes grow, the following problems arise in 

conventional, straightforward data processing systems: (1) 

massive volumes of data: the amount of data that needs 

processing is growing exponentially; (2) data complexity: 

Structured and semi-structured data are among the new forms 

of information that are appearing; (3) diversity of mixed loads: 

as businesses grow and data becomes more diverse, many new 

self-analysis requirements are being proposed. 

 

2. LITERATURE REVIEW 

There is a new way to solve old data analysis challenges with 

cloud computing [2,3]. It is a way of running computers that 

makes use of the Internet to deliver resources that are both 

scalable and virtualized. Instead of using local or remote 

servers, this computing method uses parallel processors to 

distribute computing duties. Enterprise data centres will 

operate in a manner analogous to the Internet, urging 

companies to allocate their scarce storage and processing 

resources primarily to applications with mission-critical 

importance. The cloud offers a variety of services, including 

infrastructure as a service (IaaS), platform as a service (PaaS), 

and software as a service (SaaS). The growth of distributed 

computing technology is another benefit of big data. 

The huge data batch processing has been the subject of several 

research articles [4,5,6]. The MapReduce programming 

approach was proposed by Google, and its open-source 

Hadoop has achieved outstanding results both theoretically 

and in practice [7,8,9,1,11]. Businesses are interested in both 

batch computing and streaming data processing in real time. A 

couple of examples include Twitter's Storm streaming 

computing system and Yahoo's S4 distributed stream 

computing system. In contrast to Microsoft's TimeStream 

technology, Facebook employs Data Motorway and Puma for 

real-time data management.

 

 

Figure 1. Framework for DDM, or distributed data mining. Predictive Model Markup Language (PMML), Hadoop Distributed 

File System (HDFS), and Representational State Transfer (REST).

Distributed data mining (DDM) [12-14], a typical SaaS, is our 

proposed distributed large data analytic system to tackle these 

difficulties. Infrastructure, algorithms, workflows, applications, 

and system management are all part of the DDM architecture, 

as shown in Figure 1. Thanks to its distributed storage capacity 

and parallel processing capabilities, DDM is able to process 
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and store massive volumes of data.[15-20] Over the Internet, this 

analysis system offers cloud services for ETL, data mining, 

OLAP, and reporting.[21-27] In DDM, the workflow system is 

the central component. A suite of big data analysis apps that 

users can modify to their liking. By translating user needs into 

workflow procedures, DDM makes it possible to assign tasks in 

the cloud in a parallel fashion. 

3. BIG DATA ANALYSIS ORIENTED CLOUD 

WORKFLOW SYSTEM 

It defines a cloud workflow system that is aimed at big data 

research with the purpose of managing and investigating 

business processes and facilitating shared workflows. As 

depicted in Figure 2, the system topology primarily consists of 

a web server, a workflow engine (which can run on a cluster 

of parallel computers or high-performance servers), and a 

decentralised cloud service (which offers resources for offline 

data mining, real-time analysis, and distributed storage). The 

web server offers user-friendly interfaces (UIs) for application 

design.

 

 

Figure 2. System topology.

In addition to including algorithms for big data analysis, the 

parallel cloud platform also needs to think about how to interact 

with processes. The workflow technique is shown in Figure 3, 

and the detailed steps are as follows:

 

 

Figure 3. Standard operating procedure. Extract, transform, and load (ETL).
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Step 1: The web-based user interface (UI) allows users to simply 

drag-and-drop components to build workflows for large data 

analysis applications. Web services distinguish between cloud 

services (like MapReduce, Hive, and Storm) and traditional 

business processes (such data interchange, result visualisation, 

and reports) while processing supplied workflows. It is possible 

to use the web server to handle routine tasks, and the distributed 

cloud platform for cloud-related tasks. The workflow definition 

database stores the stated workflows, which the workflow 

parsing engine will receive. The workflow configuration 

settings, along with the parsed XML description documents and 

DAGs, are stored in the workflow instance database once the 

user has specified them.  

Step 2: After the specifics of the task are uploaded, the workflow 

execution engine will react to requests to execute the process. 

The cloud platform initiates the daemon process by requesting 

workflow XML definition documents and DAGs. Through the 

use of control and data streams, the daemon executes the tasks 

sequentially. 

Step 3: Hadoop, which is open source and includes MapReduce 

and the Google File System, as well as Storm, are used to build 

a platform for distributed computing. For big data analysis, our 

solution integrates the best features of MapReduce, Storm, 

HDFS, and HBase from Hadoop. Users will receive the analysis 

results and, depending on their settings, analysis data will be 

stored.  

Step 4: Users can retrieve the results using the web-based user 

interface, and the workflow execution engine will conduct the 

full process according to the workflow description. 

 

4. METHODOLOGY 

This system also provides data analysis templates for customer 

churn prediction, social network analysis, self-construct 

business workflows, and user behaviour and interest analysis. 

The use of telecom operators' data for service recommendation 

and CCP is introduced in this section. Demonstrating the 

system's usefulness and efficiency, two security applications 

are proposedtwo things: one to identify phishing sites and 

another to analyse potential threats to a network's security. 

4.1. Service Recommendation 

Workflow definition: There is a typical pattern of consumer 

behaviour in the telecommunications industry that operators 

can use to better propose services and suggest new ones based 

on user preferences. The two primary components of service 

suggestion are customer clustering and service 

recommendation itself. The service recommendation pipeline 

is illustrated in Figure 4.

 

Figure 4. Procedure for making service recommendations: (a) grouping clients; (b) recommending services to those clients.

● Customer Cluster: There are several clusters of customers, 

with members that exhibit similar patterns of behaviour. The 

platform receives data using the "Input" component. Because 

raw data has various properties, the "Select" component 

chooses relevant ones for applications. The "K-means" 

component classifies buyers into groups based on their 

shared habits. 
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● Service Recommendation: Based on the results of customer 

clustering, we apply a classification method to uncover the 

underlying relationship between client traits and the services 

they have chosen.In this case, the service numbers match the 

labels used for categorization. The platform receives data 

using the "Input" component. Two parts, "Select" and 

"Delete," allow you to filter features. Due to the unique nature 

of the service numbers, we classify new clients into various 

service types using the "C45" component. 

Workflow instance: In order to analyse the class data, we must 

first sort the 300 million rows of raw data into 20 columns. In 

these columns, you will find information on customers, charges, 

voice communication (including calling, called, local, roaming, 

long distance, and the number of calls and call duration), and 

messages. The application allows for the definition of six 

client clusters: advanced, low-end, midrange value-added, 

advanced call, and midrange value-added. In order to train the 

categorization model, which can forecast customer behaviour 

and propose appropriate services to new consumers, we use 

customer clusters and the quantity of services. 

5. RESULTS AND DISCUSSION 

Figure 5 depicts a data analysis procedure that is used as an 

example. By contrasting three distinct execution forms—

NoneWF, which is the absence of a workflow system and the 

manual execution of tasks, CommonWF, and ChainWF— The 

proposed cloud-based workflow system's effectiveness was 

evaluated.

 

 

Figure 5. Data analysis workflow.

Two cloud companies, "Column generation" and "Groupby," 

and one regular company make up the example workflow's 

"Input" component. By combining the "Generated Column" and 

"Groupby" components into a single chain, ChainWF ensures 

that processed data remains in memory until all processing is 

finished, rather than being sent to the hard disc. Users can choose 

between HDFS or HBase as the destination for the analysis 

findings. All forty-three files, which included WAP website 

addresses, timestamps, and phone numbers, were authentic 

Wireless Application Protocol (WAP) logs used in the tests. 

Figure 6 displays the test findings. The horizontal axis shows 

the test data scale, which ranges from 50 GB to 230 GB, while 

the vertical axis shows the run time.

 

 

Figure 6. Various execution forms' performance.
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In Figure 7, we can see the outcomes of the system's throughput 

analysis. Throughput varied smoothly over time, with an average 

of 34,702 records/s. This outcome can fulfil the requirements of 

analysis in real-time. Data analysis delay was often measured in 

milliseconds, as illustrated in Figure 8. The data middleware 

experienced some noticeable delays (a few hundred 

milliseconds) in transmitting a large quantity of data to the 

spout module because of task scheduling, which allowed it to 

access several resources at once. The spout module wouldn't 

need to gather much data because the platform could process 

it whenever it chose. Middleware could handle the processing.

 

 

Figure 7. Throughput analysis of the system. 

 

Figure 8. Data analysis latency.

CONCLUSIONS AND FURTHER WORKS 

A lightweight cloud workflow system based on RESTful APIs 

was proposed in this study. The system can parse, execute, store, 

and schedule workflows, among other things; it also incorporates 

distributed big data intelligence analytic algorithms and gives 

users a user interface to set up workflows. Incorporating batch 

offline and online real-time analyses into the system makes it 

more resilient and adaptable, which is necessary for handling 

online streaming data analysis. Afterwards, methods for 

distributed data analysis may be executed with more 

flexibility. Additionally, we implemented the ChainWF 

mechanism, which allows for the simultaneous execution of 

numerous tasks in a single ChainJob, therefore enhancing the 
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efficiency of workflow execution.  

We used four common examples of big data analytics—service 

suggestion, customer churn prediction, phishing site 

identification, and network security scenario analysis—to show 

how cloud workflow parses, executes, and communicates data. 

We integrated the two kinds of analysis into a single cluster that 

could manage streaming and batch processing using Lambda 

architecture. Different workflow processes and the system's 

concurrency were tested to see which one was more efficient. A 

number of users were able to access the system at the same time, 

and the data analysis methods were utilised efficiently, 

according to the results. We also made sure the real-time and 

batch analysis models were working properly. It was discovered 

that the system handled batch and real-time analytics effectively. 
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