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Abstract- The Integrated Climate Change Impact Analysis project aims to address the pressing issue of pollution-induced health
hazards by employing a multifaceted approach. By monitoring and recording the concentrations of various pollutants such as
sulphur dioxide, ammonia, carbon monoxide, nitrogen dioxide, nitrogen monoxide, benzene, toluene, xylene, PM10, and
PM2.5, the project calculates Air Quality Index (AQI) levels to assess the environmental health risk with respect to time series
observations. Mapping these pollutants to associated symptoms and subsequent diseases allows for the prediction of health
outcomes, enabling proactive measures to mitigate mortality rates. Through classification techniques such as K-means
clustering, the project determines the suitability of cities for habitation based on AQI levels, aiding in pollution reduction
strategies. Additionally, machine learning algorithms including Random Forest and Gaussian Naive Bayes are employed to
predict diseases from symptoms, facilitating early intervention strategies. Mortality rates are calculated using statistical
methods, incorporating probability estimates of disease impact on affected populations. We also aim to categorise if a city is
safe to survive by analysing the observed AQI levels. Overall, this project serves as a comprehensive tool to assess
environmental health risks, guide urban planning decisions, and ultimately foster healthier living environments.

Keywords- Air Quality Index (AQI), K-means clustering, Random Forest, Gaussian Naive Bayes, Machine Learning,
Classification, Urban Planning.

L. INTRODUCTION involves not only tracking pollutant levels but also delving
into the intricate interplay between exposure to pollutants,
resulting symptoms, and the development of various
s i ’ diseases. Leveraging sophisticated methodologies such as
public .health, there is an.urg.ent call for comprehensive the calculation of Air Quality Index (AQI) levels, the
strategies to gombat pollution-induced hea'lth ha'zards. The project employs advanced machine learning algorithms and
Integrated Climate Change Impact Analysis project stands predictive modelling techniques to unravel these complex

out as a pioncering 1n1t1at1ye aimed at addressmg this relationships. Moreover, the project goes beyond mere data
pressing issue through a multifaceted approach. At its core, analysis by harnessing the power of data-driven insights.

the pr.oject focuses on meticulously monitoring. and By utilizing techniques such as K-means clustering for city
analysing the concentrations of key pollutants present in the classification based on AQI levels and ensemble learning
atmosphere, ranging from harmful substances like sulphur algorithms for disease prediction, it aims to derive
dioxide to fine particulate matter. actionable intelligence. This intelligence informs evidence-
based urban planning decisions aimed at fostering healthier
and more sustainable living environments for urban
dwellers.

In today's era, with the ever-increasing concerns
surrounding climate change and its adverse effects on

Through this meticulous monitoring process, the
project endeavours to accurately quantify the
environmental health risks faced by urban populations. This
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Through its holistic approach, the Integrated
Climate Change Impact Analysis project aspires to pave the
way for proactive interventions. By reducing mortality
rates attributed to pollution-induced diseases and catalysing
meaningful strides towards a cleaner, healthier future for
all, the project seeks to create lasting positive impacts on
both public health and the environment.

ILRELATED WORK

[1] The authors have studied Environmental Science,
focusing on pollution's impact on air and health, analysing
sources and effects. Their aim is to understand complex
interactions for sustainable solutions.

[2] In the realm of Public Health, the authors meticulously
have examined various initiatives aimed at addressing the
health repercussions of air pollution, identifying nuanced
health risks and proposing targeted interventions to
safeguard vulnerable communities while highlighting areas
ripe for further exploration.

[3] Employing state-of-the-art Data & Machine Learning
methodologies, the authors meticulously analyse vast sets
of air quality data, harnessing the power of predictive
models to foresee emerging patterns and identify regions
facing elevated pollution risks. Through this meticulous
process, they uncover intricate correlations between
pollutants, human health, and environmental factors,
enabling the development of targeted interventions and
policy frameworks. By proactively addressing these
insights, they endeavour to not only mitigate the immediate
health consequences of pollution but also catalyse systemic
changes that lead toward a future characterized by cleaner
air and improved public health outcomes.

III.DATASET

A. Dataset Information

The datasets used are Spanning five years (2015-
2020) and 26 Indian cities, with 29530 tuples with respect
to time series observations of AQI levels and the harmful
gases percentage in the respective cities. It uses gas and
AQI data, alongside models predicting disease (based on
121 symptoms for 41 diseases) and mortality rate
(considering disease prevalence, age, BMI, and gender). By
integrating these, the project aims to understand the
complex link between air quality and health outcomes,
ultimately informing public health interventions and policy
development.

Before proceeding with analysis, the dataset
underwent meticulous preprocessing to ensure consistency
and accuracy. This involved handling missing data and
standardizing features to optimize the performance of
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machine learning algorithms during training. Such rigorous
preparation is essential to ensure the reliability and
precision of the subsequent predictive modelling, laying a
solid foundation for robust insights into air quality's impact
on health.

City Date PM25 PMHO NO NOZ NOx NHS CO 502 O3 Benzene Toluene Kylene AQI AQIBucket

0 Amedabad 20130101 Na Nal D82 1822 1T

Nall 092 2784 1333 00 012 000 NN Hall
1 Aimedabad 20150002 Nl NaN 097 1989 1645 MNall 097 43 06 38 5 37 MM Hall
7 Mhmedabad 0150103 NaN NaN 1740 1930 2870 Nall 1740 07 070 680 1640 225 Na Hal
3 Aomedabad 20130104 Nal Nal 170 1845 17T NaN 170 1839 3608 440 1044 100 Mal Hall
4 Mhmedabad 0150105 NaN NaN 240 2042 3776 Nal 2210 33 W3 700 1689 278 Nad Hal

1526 Visakfapaimam 20200627 1502 S04 T80 2506 1954 1247 047 85 2 24 200 07 40 Good
2607 Visskhapatnam 20200628 2435 7409 342 2606 1653 1189 052 272 WM O™ 2 03 T00 Salifacory
2528 Visakfapainam 20200629 2291 6373 345 2083 183 071 046 B4 % 001 001 000 660 Safsfaclory
269 Visskhapatnam 20200630 1664 4997 405 2926 1880 1003 032 434 2830 000 000 000

40 Safisfactory
9830 Visakhapainam 202040701 1500 G600 040 2685 1405 520 059 210 1705 WaN  NaN  NaN 500 Good

Fig 1. Dataset during Preprocessing

B. Dataset Splitting

To facilitate effective training and evaluation of our
machine learning models, we adopted a standardized
approach to dataset partitioning. This involved segregating
the dataset into two primary subsets:

Training Set: This training subset was utilized to
familiarize models with various data attributes, including
pollutant concentrations, Air Quality Index (AQI)
measurements, connections between symptoms and
diseases, and factors influencing mortality rates. By
exposing models to this diverse range of information, they
were able to discern underlying patterns and relationships
within the dataset. This process enabled the models to learn
how different factors interacted and contributed to health
outcomes, ultimately enhancing their ability to make
accurate predictions.

Test Set: The testing subset, distinct from the training data,
served the purpose of assessing the model's performance on
unseen data. This allowed for an objective evaluation of
how well the model generalized to new instances and
predicted outcomes beyond its training scope.

The dataset partitioning procedure guarantees that the
trained models exhibit strong generalization capabilities
when faced with novel, unseen data, thereby bolstering
their reliability and practicality in real-world contexts. The
selected ratios for partitioning were fine-tuned to achieve
an optimal equilibrium between proficient model training
and rigorous evaluation.
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IV. PROPOSED METHODOLOGY
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Fig 2. Proposed methodology architecture

Our proposed methodology delineates a holistic strategy for
disease prognosis, control, and clustering leveraging
sophisticated machine learning methodologies and a user-
centric interface. The methodology is structured into four
distinct modules, outlined as follows:

Module 1: Data Preprocessing

The initial module focuses on data preparation.
We've obtained a comprehensive dataset comprising details
on 41 different diseases and 121 symptoms, comprising
over 29,000 records. Subsequent steps involved
preprocessing the data to handle missing values,
standardize features, and ensure consistency in
presentation. Additionally, feature engineering techniques
were applied to bolster the dataset's predictive capability.

We've utilized a mapping approach that associates
symptoms with their respective severity values relative to
the gases responsible for each specific disease, based on the
severity of AQI levels. Each of the city is categorised into
its AQI Bucket based on the AQI level observed in that city
and referring to the categorisation of AQI Levels as given
by WHO. These severity values are mapped to the efficacy
level of individual symptoms in indicating the presence of
a particular ailment.

IJRITCC | February 2024, Available @ http://www.ijritcc.org

2016 2017 2018
Patna I medabad

Ahmedabad Dedhi

city

Delhi Patna 2 |curugram

chemai - T

0 100 200 300 0 100 200 00 0 200 400

Ahmedabad medabad
Delhi Delhi

z z

Gurugram g Patna &
Lucknow Lucknow
Patna Gurugram

Fig 3. AQI levels of top 5 major cities in India

city

o
~
=]
s
2
]
s
o
S
=]
o
~
=3
s
2
8
S

Module 2 : Model Building using various Algorithms

Further in this module we have used Machine learning
algorithms on training dataset to increase the accuracy of
the model being developed. The algorithms used include K-
Means clustering, Gaussian Naive Bayes, Random Forest ,
Bayes Classifier probabilistic approach algorithms.

Basic description of algorithms

1. K-Means Clustering : K-means clustering is an
unsupervised machine learning algorithm designed to
partition data into distinct groups, or clusters, based on
similarities among data points. It iteratively assigns data
points to clusters with the nearest centroid, aiming to
minimize the within-cluster variance. However, K-means
requires the number of clusters (k) to be specified in
advance and is sensitive to the initial placement of
centroids.

2. Gaussian Naive Bayes : Gaussian Naive Bayes is
a probabilistic classification algorithm based on Bayes'
theorem with the "naive" assumption of independence
between features. It is particularly effective for
classification tasks where the features are continuous and
assumed to have a Gaussian (normal) distribution. The
algorithm calculates the likelihood of a data point
belonging to a particular class based on the conditional
probabilities of its features given that class. Despite its
simplistic assumptions, Gaussian Naive Bayes is often used
in practice due to its simplicity, speed, and ability to handle
high-dimensional data well, making it suitable for various
classification tasks, especially with small to moderate-sized
datasets.

3. Random Forest : Random Forest is an ensemble
learning method that constructs a multitude of decision
trees during training. Each tree is built using a random
subset of the training data and features, and predictions are
aggregated to reduce overfitting and improve performance.
Random Forest is robust, handles high-dimensional data
well, and provides insights into feature importance, making
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it a popular choice for classification and regression tasks
across various domains.

4. Bayes Classifier : A Bayes classifier is a statistical
classification model based on Bayes' theorem, which
describes the probability of an event occurring based on
prior knowledge of conditions related to the event. In the
context of classification, the Bayes classifier calculates the
probability of a data point belonging to a particular class
given its features. It then assigns the data point to the class
with the highest probability.The classifier makes its
decisions using conditional probabilities estimated from the
training data. It assumes that the features are conditionally
independent given the class label, although this assumption
may not always hold true in practice. The Bayes classifier
is often referred to as the optimal classifier when the
underlying assumptions are met, meaning it minimizes the
misclassification rate.

Module 3 : Group cities using K-Means Clustering

We aim to group cities based on their air quality,
represented by the Air Quality Index (AQI), using K-means
clustering. The goal is to predict the AQI bucket for each
city, which categorizes cities into different levels of air
quality. The below is the AQI levels chart given by WHO :

Daily AQI Color Livels of Concern Values of Index Description of Ar Quaity
Yellow Maoderate 51 to 100 Alr quality Is aceeptable. However, there may be a risk

for some people, particularly those who are unusually
sensitive to air pollution.

Purple Very Unbealthy 201 to 300 Health alert: The risk of health effects Is increased for

everyone.

Maroon Hazardous 31 and higher | Health warning of emergency conditions: everyone is
more likely to be affected.

Fig 4. AQI Levels classification as given by WHO

In this module,, we tend to group cities based on their air
quality using K-means clustering to predict the Air Quality
Index (AQI) bucket for each city. Here's a brief outline of
the process:

1. Data Preparation: Organize AQI data for
different cities over time.

2. Feature Selection: Choose relevant features such
as pollutant concentrations.

3. Normalization: Scale features to ensure
comparability.

4. Determining K: Decide on the number of clusters
using methods like the elbow method.

5. Clustering: Apply K-means to group cities based

on similar air quality.
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6. Interpretation: Analyze clusters to understand air
quality profiles.

7. Predicting AQI Buckets: Assign AQI buckets to
cities based on their clusters.

8. Evaluation: Assess clustering performance and
AQI bucket predictions.

This process helps in understanding air quality patterns
across cities and aids in effective air quality management.

Module 4 : Associate the AQI levels and Gases with the
disease it causes

In this module we have applied classification to
the AQI levels and the gases based on the densities of AQI
and the density of symptoms of the respective disease with
respect to the percentage of gases we are making
probabilistic and statistically significant approach to know
how they are associated with each other and utilizing their
correlational values to understand this.

Module 5 : Associate the disease with the mortality rate

In the final module we tend to have a probabilistic
approach using Naive Bayes Algorithm to understand the
extent to which the disease affects one’s health. Through
this we are able to know the mortality rate a specific disease
can cause. Furthermore, we use the confusion matrix to
achieve accuracy.

V. RESULTS AND ANALYSIS

Following meticulous implementation and
thorough evaluation, our system showcased commendable
performance across various aspects, affirming the efficacy
of our integrated methodology for city’s AQI classification,
disease prediction, and mortality rate. Our findings strongly
validate the experience of people living in highly polluted
cities being affected with so many diseases, bolstered by
compelling quantitative performance metrics. These
outcomes firmly establish our system as a notable and
indispensable contribution to the advancing domain of
reduction of pollution in India.

City

Shillong 44476198
Thiruvananthapuram 76.236467
Coimbatore 77.826596
Bengaluru o1.602748
Hyderabad o93.980822
Amaravati 98.485437
Chennai 182.542466
Mumbai 187 . 950685
Amritsar 189 . 500008
]aipur‘ 12@.512329
wisakhapatnam 123.442815
Guwahati 127 .560897
Chandigarh 135.547089
Kolkata 143.509589
Brajrajnagar 148 . 400621
Jorapokhar 157.587459
Bhopal 162.609524
Talcher 169.023182
Gurugram 195.222527
Lucknow 282.561644
Patna 218.259053
Delhi 232.10411@
Ahmedabad 516.352273

Name: AQI, dtype: floats4

Fig 5. AQI Levels of the Indian Cities
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Fig 6. Classification of a city into its AQI Bucket
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Fig 7. Disease vs Symptoms count for 120 samples
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Fig 8. Density vs AQI for the Indian city Hyderabad
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Fig 9. Density levels of a few Symptoms plotted as a
graph
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Fig 10. Confusion Matrix data for the city Hyderabad
for Cardiovascular disease Mortality rates

VI. CONCLUSION AND FUTURE SCOPE

In conclusion, while our project has successfully
showcased the effectiveness of an integrated approach to
climate change impact analysis and disease prediction, it's
essential to acknowledge certain limitations and outline
future directions for improvement. One limitation is the
availability and quality of data. Despite leveraging various
machine learning techniques, our models may have been
constrained by the scope and quality of the datasets used.
Future research could focus on incorporating more diverse
and comprehensive datasets to enhance the robustness and
generalizability of the models. Additionally, the complexity
of environmental and health interactions presents
challenges in accurately capturing all relevant factors.
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Future efforts could explore more sophisticated modeling
techniques or interdisciplinary approaches to better account
for these complexities. Moreover, while our project
highlights the importance of proactive interventions for
pollution mitigation and public health management, the
practical implementation of such interventions may face
barriers such as regulatory constraints or resource
limitations.  Collaboration ~with  stakeholders and
policymakers will be crucial in overcoming these
challenges and translating research findings into actionable
policies.

Looking ahead, future research could also explore
the integration of emerging technologies such as Internet of
Things (IoT) devices or satellite imagery for real-time
monitoring of environmental parameters, thus enabling
more timely and targeted interventions. Overall, while our
project lays a solid foundation for integrated climate
change impact analysis and pollution mitigation, there is
still ample room for improvement and further innovation to
address the pressing challenges posed by environmental
pollution and its associated health impacts.
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