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Abstract— The design of high-speed and low-power VLSI architectures need efficient arithmetic processing units, which are optimized for the 

performance parameters, namely, speed and power consumption. Adders are the key components in general purpose microprocessors and digital 

signal processors. As a result, it is very pertinent that its performance augers well for their speed performance. Additionally, the area is an 

essential factor which is to be taken into account in the design of fast adders. Towards this end, high-speed, low power and area efficient 

addition and multiplication have always been a fundamental requirement of high-performance processors and systems. The major speed 

limitation of adders arises from the huge carry propagation delay encountered in the conventional adder circuits, such as ripple carry adder and 

carry save adder. Observing that a carry may skip any addition stages on certain addend and augend bit values, researchers developed the carry-

skip technique to speed up addition in the carry-ripple adder. Using a multilevel structure, carry-skip logic determines whether a carry entering 

one block may skip the next group of blocks. Because multilevel skip logic introduces longer delays, Therefore, in this paper we examine The 

basic idea of this work is to use Binary to Excess- 1 converter (BEC) instead of RCA with Cin=1 in conventional CSkA in order to reduce the 

area and power. BEC uses less number of logic gates than N-bit full adder. 
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I. INTRODUCTION 

High speed and low power adder circuits have become very 

important in VLSI industry. Adder circuit is one of the most 

important building block in DSP processor. Adder is the a vital 

component in most of the arithmetic unit. Addition is a 

fundamental operation for any digital system, DSP or control 

system. The fast operation of a digital system is having great 

influenced by the performance of the resident adders. Adders 

plays important Component in digital systems because of the 

more number for use in other basic digital operations such as 

subtraction, multiplication and division. Hence, the improving 

performance of the digital adder increases the execution of 

various binary operations in a circuit consisting of different 

blocks. The appearance of the digital circuit block is gauged 

by analyzing its power dissipation, layout area and its 

operating speed. There are many works on the subject of 

optimizing the speed and power of these units, which has been 

reported. Obviously, it is extremely possible to achieve higher 

speeds at low-power and energy consumptions, which is one 

of the challenges for the designers of general purpose 

processors. The carry skip adder is one of the fastest adders 

used in many digital processors to perform arithmetic 

operations. A carry-skip adder consists of a simple ripple 

carry-adder with a special speed up carry chain called a skip 

chain. This chain defines the distribution of ripple carry 

blocks, which compose the skip adder. The carry skip adder 

comes under the category of a by-pass adder and it uses a 

ripple carry adder for an adder implementation. The formation 

of carry skip adder block is attained by improving a worst-case 

delay. The carry skip adder has a critical path, that passes 

through all adders and stops at the sum bit but actually it starts 

at first full adder. This adder is an efficient one according to its 

area usage and power consumption. The structure of 4 bit 

carry skip adder is shown in fig.1. 

 

 
 

1.1 Basic mechanism of CSkA 

 

The addition of two binary digits at stage i, where i not equal 

to 0, of the ripple carry adder depends on the carry in, Ci , 

which in reality is the carry out, Ci-1, of the previous stage. 

Therefore, in order to calculate the sum and the carry out, 
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Ci+1 , of stage i, it is imperative that the carry in, Ci, be 

known in advance.  

Pi = Ai XOr Bi               Equ. 1 --carry propagate of ith stage  

Si = Pi XOr Ci                Equ. 2 --sum of ith stage  

Ci+1 = AiBi + PiCi      Equ. 3 --carry out of ith stage  

Supposing that Ai = Bi, then Pi  in equation 1 would become 

zero (equation 4). This would make Ci+1 to depend only on 

the inputs  Ai and Bi, without needing to know the value of Ci.  

Ai = Bi  then Pi = 0      Equ. 4 --from #Equation 1  

If Ai = Bi = 0 then Ci+1 = AiBi = 0 --from equation 3  

If Ai = Bi = 1 then Ci+1 = AiBi = 1 --from equation 3  

Therefore, if Equation 4 is true then the carry out, Ci+1, will 

be one if Ai = Bi = 1 or zero if Ai = Bi = 0. Hence we can 

compute the carry out at any stage of the addition provided 

equation 4 holds. These findings would enable us to build an 

adder whose average time of computation would be 

proportional to the longest chains of zeros and of different 

digits of A and B.  

Alternatively, given two binary strings of numbers, such as the 

example below, it is very likely that we may encounter large 

chains of consecutive bits (block 2) where Ai  not equal to Bi. 

In order to deal with this scenario we must reanalyze equation 

3 carefully.  

Ai  not equal to  Bi then  Pi = 1 Equ. 5 --from Equation 1  

If Ai not equal to  Bi then Ci+1 = Ci --from Equation 3  

In the case of comparing two bits of opposite value, the carry 

out at that particular stage, will simply be equivalent to the 

carry in. Hence we can simply propagate the carry to the next 

stage without having to wait for the sum to be calculated.  

Two Random Bit Strings:  

A       10100 01011        10100        01011  

B       01101  10100           01010        01100  

         block 3         block 2         block 1       block 0  

 

1.2 Chain Mechanism 

 

In order to take advantage of the last property, we can design 

an adder that is divided into blocks, as shown in Fig. 2, where 

a special purpose circuit can compare the two binary strings 

inside each block and determine if they are equal or not. In the 

latter case the carry entering the block will simply be 

propagated to the next block and if this is the case all the carry 

inputs to the bit positions in that block are all either 0’s or 1’s 

depending on the carry in into the block. Should only one pair 

of bits (Ai and Bi) inside a block be equal then the carry skip 

mechanism would be unable to skip the block. In the extreme 

case, although still likely, that there exist one such case, where 

Ai = Bi, in each block, then no block is skipped but a carry 

would be generated in each block instead. Two strings of 

binary numbers to be added are divided into blocks of equal 

length. In each cell within a block both bits are compared for 

un-equivalence. This is done by Exclusive ORing each 

individual cell (parallel operation and already present in the 

full adder) producing a comparison string. Next the 

comparison string is ANDed within itself in a domino fashion. 

This process ensures that the comparison of each and all cells 

was indeed unequal and we can therefore proceed to propagate 

the carry to the next block. A MUX is responsible for selecting 

a generated carry or a propagated (previous) carry with its 

selection line being the output of the comparison circuit just 

described. If for each cell in the block Ai ≠ Bi then we say that 

a carry can skip over the block otherwise if Ai = Bi we shall 

say that the carry must be generated in the block. 

 

 
 

Fig 2: Carry Chain Skip Mechanism 

II. PRIOR WORK 

 

As  this paper is on the CSKA structure, first the related work 

to this adder are reviewed and then carry skip adder using 

Binary to Excess-1 converter  structures are discussed. 

The conventional structure of the CSKA consists of stages 

containing chain of full adders (FAs) (RCA block) and 2:1 

multiplexer (carry skip logic). The RCA blocks are 

connected to each other through 2:1 multiplexers, which can 

be placed into one or more level structures. Many methods 

have been suggested for finding the optimum number of the 

FAs [18]–[26]. The techniques presented in [19]–[24] make 

use of VSSs to minimize the delay of adders based on a single 

level carry skip logic. In [25], some methods to increase the 

speed of the multilevel CSKAs are proposed. The techniques, 

however, cause area and power increase considerably and less 

regular layout. In addition, to lower the propagation delay of 

the adder, in each stage, the carry look-ahead logics were 

utilized. Again, it had a complex layout as well as large power 

consumption and area usage. In addition, the design approach, 

which was presented only for the 32-bit adder, was not general 

to be applied for structures with different bits lengths. Based 

on the discussion presented above, it is concluded that by 

reducing the delay of the skip logic, one may lower the 

propagation delay of the CSKA significantly[28].Hence, a new 

CSkA structure was presented in which the multiplexers were 

replaced by AOI/OAI logic in this structure as logic gates 
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were used instead of MUX which results into less power 

consumption and there by increasing the speed of the adder. 

 

 

III. PROPOSED STRUCTURE 

 

This structure is based on a concept of using Binary to Excess 

on Converter. The basic idea of this of this work is to use BEC 

instead of AOI/OAI logic in order to reduce the power 

consumption and thereby increase the speed of adder as it 

requires less number of gates. Excess-3 binary coded decimal 

or Stibitz code, also called biased representation of Excess-N, 

is a complementary BCD cod and numeral system. It is a way 

to represent values with a balanced number of positive and 

negative numbers using a pre-specified number N as a biasing 

value. It is a non- weighted code. XS-3, numbers are 

represented as decimal digits, and each digit is represented by 

four bits as the digit value plus 3 (the "excess" amount):  

1. The smallest binary number represents the smallest value. 

(i.e. 0 − Excess Value).   

2. The greatest binary number represents the largest value. (i.e. 

2 N+1 − Excess Value − 1).  

The primary advantage of XS-3 coding over non-biased 

coding is that a decimal number can be nines' complemented 

(for subtraction) as easily as a binary number can be ones' 

complemented (to invert all bits)[19] As stated earlier the main 

idea of this work is to use BEC instead of the RCA with in 

order to reduce the area and power consumption of the regular 

CSLA. To replace the n-bit RCA, an n+1 bit BEC is required. 

A structure and the function table of a 4-b BEC are shown in 

Fig. 3 respectively.   

 

Fig 3: 4 bit BEC 

 

Table -1: Truth Table of 4 bit binary to Excess One Converter  
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Fig 4:CSkA using BEC 

 

 

 

IV. CONCLUSIONS 

A simple approach is proposed in this project to increase the 

speed and reduce the power consumption of CSkA 

architecture. The reduced number of gates of this project 

offers the great advantage in the reduction of power 

consumption and also the increase the speed. The compared 

results show that the modified CSkA has a slightly larger area, 

but the power consumption of the modified CSkA are 

significantly reduced. The modified CSLA architecture is 

therefore, low power, high speed simple and efficient for VLSI 

hardware implementation.. It can be observed that for the 

modified CSkA is 79% power efficient when compared to the 

regular CSkA. 

 

Design Area Power Delay 

Normal 64 

bit CSkA 

112 0.00084 1.48 ns 

CSkA with 

BEC 64 bit 

 

212 0.00017 1.48ns 
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