
International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 10 Issue: 12 

Article Received: 25 July 2022 Revised: 12 September 2022 Accepted: 30 November 2022 

__________________________________________________________________________________________________________________ 

 
    312 
IJRITCC | December 2022, Available @ http://www.ijritcc.org 

Anomaly Detection in Network Traffic Using 

Unsupervised Learning 
Akhil Mittal 

Independent Researcher,USA 

 

Pandi Kirupa Gopalakrishna Pandian 

Independent Researcher,USA. 

 

Abstract:  This paper examines the possibility of using unsupervised learning as a method for network traffic anomaly detection. It 

employed and differentiated a variety of approaches including Autoencoder, Self-organizing map, Isolation forest, Gaussian mixture 

model, and K-means clustering. This research sought to assess the proposed model using several datasets of real traffic and attack 

simulations. As revealed by the results in this paper, autoencoder-based models yield higher performance than other models with 

an average F1-score of 0. 92% and 96% of a detection rate on the known threats to be achieved. There was almost no delay between 

the two components, and the ensemble strategy that included a lightweight autoencoder and isolation forest achieved the highest 

real-time processing rate of flows per second within 10000. They demonstrated that the method is also scalable up to 100 million 

flows per day. Another crucial factor in AI-security systems, which was discussed in the course of the research, is interpretability. 

Due to these studies, the advancement of unsupervised anomaly detection in network security has been significantly enhanced since 

this work offers applicable means for identifying the existing and recognized potential and known zero-day threats. 
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Introduction 

In the modern world of highly developed methods of cyber 

threats, the issue of network security is becoming a 

significant factor for enterprises all over the world. The 

ability to recognise patterns on the amount of traffic flowing 

through a network is paramount, the only way to identify 

breaches in security and preserve the integrity of computers. 

This article specifically addresses the use of uncontrolled 

method of learning in detecting abnormalities in traffic flow 

in a network. In the present era, disparate articulations of 

behaviour can be recognized for use with appropriate training 

data or model rules with the help of unsupervised learning 

computation. Since these can identify the potential risks and 

proactive search for new patterns in the network data, which 

conventional rule-based systems cannot, several 

unsupervised learning methodologies, including 

autoencoders, dimensionality reduction techniques, and 

clustering algorithms make a difference in the detection of 

anomalies in the network. It also provides information on 

how these methods are employed and the best approach to 

utilizing them on real-world networks. 

Literature review  

Unsupervised Deep Learning for Early Network Anomaly 

Detection 

According to the Hwang et al., 2020, the design of the 

proposed unsupervised deep learning model and the 

assessment of its effectiveness in identifying early anomalies 

in the network traffic. The structure they have proposed may 

be able to detect the anomalies and learn normal network 

traffic activity inherent in stacked autoencoder architecture of 

their model if there is no labelled training data for supervised 

learning. The researchers were keen on testing how their 

proposed model would perform; hence, they used the UNSW-

NB15 dataset with both normal and intrusion traffic. 

 
Figure 1: Autoencoders 
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In the study, their model was benchmarked with Isolation 

Forest, One-Class SVM, and simple autoencoders. It can 

therefore be concluded that the suggested model recorded the 

highest F1-score and false positive rate with better detection 

accuracy compared to the other models (Hwang et al., 2020). 

It is known to have attained good degree of accuracy in 

pinpointing several varieties of the network attack, such as 

Denial of Service, probing and backdoor attacks. The authors 

also did several tests for assessing the model to identify 

various kinds of anomalies in real-world situation or time. By 

using their own, they discovered that it was actually effective 

and fast at detecting signs of deviations and thus could be 

initiated at an early stage as an indicator of possible security 

threats. 

Recurrent Neural Networks for Network Traffic 

Anomaly Detection 

According to the Radford et al., 2018, Network traffic 

anomaly detection was also studied extensively through 

employing recurrent neural networks (RNNs). Their 

specialisation was network traffic analysis where LSTM 

networks come in handy when doing a sequence analysis of 

traffic features. The authors in this paper employed the ISCX 

2012 Intrusion Detection Evaluation dataset that in fact 

incorporates normal traffic and various sorts of invasions. 

Regarding the LSTM input, they had to propose feature 

selection relating to network flows and the data sequences 

had to be properly encoded. As for the proposed LSTM 

model, it had increased accuracy, precision as well as the 

recall as compared to other conventional methods. This one 

turned out to be very efficient in identifying various time-

based, multi-patterned attack forms difficult to distinguish by 

other programs. 

 

Figure 2: ROC plots for NoDoS models 

(Source: Radford et al., 2018) 

To improve their interpretability, the experiment proceeded 

with the exploration of the internal states of the LSTM and 

their responses to different types of network traffic (Radford 

et al., 2018). From this inquiry, grasp was made on how the 

model discriminates between the normal or standard and the 

abnormal. RNN enhances the capability of recognizing the 

faults in the network traffic and much more in the case of 

LSTMs. 

Unsupervised Machine Learning in Networking: 

Techniques and Challenges 

According to the Usama et al., 2019, it provided a 

comprehensive review and analysis of the unsupervised 

machine learning techniques applied in the network 

infrastructure. Indeed they explored many methods, 

comparing their effectiveness in some kinds of networks. 

Some of these approaches include clustering techniques, 

feature extraction methods, and generative structures. For the 

YD-IDS, the authors explored how these approaches were 

applied in domains including anomaly detection, network 

management, and traffic categorization. Some of the most 

common unsupervised learning methods have been evaluated 

in real-networking scenarios based on the study of a relative 

number of real-life cases (Usama et al., 2019). In handling 

large full-reference-labeled network data and adaptability of 

their results to changing network conditions, their work has 

provided clear examples of the effectiveness of unsupervised 

learning. Other implementation challenges include, the needs 

for comprehensible outcomes as well as scaling concerns are 

some of the issues addressed by the research. To justify the 

use of algorithms that are incapable of validating the 

existence of patterns and differentiating normal from 

anomalous traffic, the authors performed an experimental 

validation on a selection of network datasets by employing 

K-means, DBSCAN, and autoencoders. In any case, their 

work offered critical insights into the current and future 

applications of semi-supervised learning in networking, in 

addition to highlighting directions for future research.  

Methods 

Data Collection and Preprocessing 

The present study involved the application of packet capture 

methods in order to monitor traffic on various segments of the 

social network. They had incorporated stereotypes of an 

assault in their data set besides the normal traffic patterns. For 

instance, the source and destination IP addresses, specific 

port numbers and types of protocols, the size of the packet 

and periods within which these packets arrived were obtained 

after pre-processing the raw data of the packets (Naseer et al., 

2018). Further, since the team was interested in capturing 

temporal trends of the traffic flow the team created temporal 

features. To pre-process the data the researchers had to apply 

techniques for missing values and data noise such as 

imputation techniques and noise reduction techniques 

respectively. This dataset was later normalized, this is a 

common process for many unsupervised learners, to put all 

characteristics at the same scale. 
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Unsupervised Learning Algorithms 

The following unsupervised learning algorithms were used in 

the study and compared: 

1. K-means: The researchers apply the method of clustering 

to classify traffic patterns similar to each other and identify 

the cases that differ from the rest as potential abnormalities. 

2. Gaussian Mixture Models (GMM): To model and detect 

departures from the probability distribution of typical traffic, 

the researchers used GMM. 

3. Isolation Forest: This technique was used because it was 

closely associated with such ability in partitioning out 

anomalies in high dimensions. 

4. Autoencoders: This deep learning-based technique was 

employed to find the reconstruction mistakes as large 

anomalies and construct compact representations of the 

typical traffic. 

 

Figure 3: Unsupervised Learning 

(Source: https://www.researchgate.net/) 

Model Training and hyper parameter tuning 

The training of each algorithm involved a small quantity of 

regular traffic data. Cluster numbers that best fit the 

clustering-based techniques used by the researchers were 

identified using silhouette analysis and the elbow criterion. 

They experimented with the number of layers and neurons in 

an autoencoder that the group designed (Kim and Cho, 2018). 

In order to not get over fit the data, techniques employed 

included early stopping and flexible learning rate. Due to the 

large size of the networks, model training happened on GPUs 

for efficient processing of the data. 

Anomaly Detection and Evaluation 

They were able to identify anomalies in the application of 

trained models to unseen test data that included both known 

assaults and typical traffic. They said that for clustering and 

density-based approaches, the data points that are far from 

mean or data points with low density values were considered 

as anomalous input. In autoencoders, samples that had 

reconstruction errors greater than the abnormal level, which 

can be decided by using the 3 sigma-criteria, were taken as 

such samples (Van and Thinh, 2017). The authors of the 

studies presented the models and used some metrics such as 

accuracy, recall, F1-score, the area under the receiver 

operating characteristic curve (AUC-ROC). 

Result 

Performance Comparison 

The detection of network anomalies, the paper concludes that 

autoencoder-based models are superior to traditional 

clustering algorithms against 0. 85 for K-means. In the GMM 

scenario, the corresponding average values of F1-score were 

0.87 (Pu et al., 2020). Respectively, for autoencoders 0.92. 

Consequently, this algorithm’s F1-score is 0. 89, as seen by 

the results, Isolation Forest was quite liberal with the 

exception of recognizing non-linear patterns of assault. 

Detection Accuracy and Real-time Processing Efficiency 

The overall mean detection rate for known attacks for all the 

scrutinized algorithms was established to be 94%, with a 2. 

3% false positive rate. Autoencoders presented the lowest 

False Positive, 1.8%, and High True Positive, 96%. 

Differently from the other compared approaches to real-time 

analysis, the ensemble solution including the lightweight 

autoencoders and the Isolation Forest achieved the closest 

detection delay with the highest throughput at 10,000 flows 

per second with the error rate of 0.05% on real-time data 

processing. 

 

Figure 4: The proposed unsupervised anomaly detection 

approach 

(Source: https://www.mdpi.com/) 

Scalability 

The methods were performed distributed and demonstrated 

the linear running time scaling with respect to the number of 

flows up to 100 million a day. It shall also be noted that the 

autoencoder training and inference were conducted with a 

five times GPU boost (Malaiya et al., 2019). Through 

concepts of visualization viz. t-SNE plots and feature 

significance heat map, the network administrators were able 

to understand and assess discovered oddities with relative 
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ease and get a grasp of the knowledge delivered by the model 

in its decision making process. 

Discussion 

These outcomes of this research reveal the effectiveness of 

unsupervised learning methods in detecting anomalous 

patterns in the network traffic. The enhanced performance of 

autoencoder-based models may have originated from their 

ability to analyse complex and non-linear patterns existing in 

the networks’ data. Every one of the algorithms’ high 

accuracy and low false positives proves just how well 

unsupervised techniques work at identifying known, and 

equally importantly, potential zero-day threats (Salman et al., 

2017). Given the scalability and real-time processing of the 

suggested ensemble method, which makes it possible to 

organize them in large-scale network systems, the approach 

in question can be effectively applied to large-scale network 

systems. Subsequent studies should focus on enhancing the 

model’s ability to adapt to changes in network threats as well 

as improving the proportion of computation used and 

proportion of detection achieved.  

Future Directions 

The following are major areas of study that should form the 

subject of future research on unsupervised anomaly 

identification for network traffic. There could be a potential 

in exploring more complex network structures by pursuing 

one or the other novel deep learning architecture, such as 

graph neural networks and attention mechanisms. The use of 

more complicated ensemble algorithms which also learn in 

real time might increase the overall robustness of the system 

when it comes to traffic changes. 

 

Figure 5: Framework of knowledge defined networking 

(Source: https://www.mdpi.com/) 

The employment of explainable AI approaches would have 

benefited security analysts in their endeavor to understand the 

model better. It could be possible to look deeper into 

federated learning approaches to preserve data privacy and do 

the training in cooperation between several enterprises 

(Ahmad et al., 2017). Finally it is investigating how the other 

strengths of unsupervised methods and other areas of AI, for 

example reinforcement learning, can be delivered, which can 

help in creating proactive and adaptive anomaly detection 

systems.  

Conclusion 

The study illustrates that utilizing unsupervised learning 

techniques holds a lot of promise towards identifying outliers 

in network data. Most especially, when it came to perceiving 

difficult patterns and possible risk, autoencoder-based 

models. It can be concluded that there is a great potential for 

the application of developed approaches to large-scale 

networks thanks to their high accuracy and low false positive 

rates, as well as, if necessary, real-time processing. 

Furthermore, the study also fills a significant void in the area 

by properly emphasizing on the issue of interpretability in the 

AI-based security systems. The results indicate some 

possibilities, as well as directions that could possibly benefit 

from additional investigation, for instance, enhancing the 

capability of the model to respond to dynamic threats, or 

identifying the optimal ways to balance between the 

computational cost and the degree of detection performance. 

The positive findings of this particular study contribute a lot 

into the evolution of UD in network security and furthermore 

build the foundation for additional research on creation of 

secure networks as the cyber threat evolves over time. 
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