
International Journal on Recent and Innovation Trends in Computing and Communication                               ISSN: 2321-8169 

Volume: 5 Issue: 7                                                   528 – 531 

_______________________________________________________________________________________________ 

528 
IJRITCC | July 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

A Space Efficient Data Management Scheme on Content Delivery Networks for 

Online Video Provisioning 

 
 

1
Paladi Divyasri, 

2
P. Srilatha, 

3
G. Vishnu Murthy 

1
M. Tech, CS Department, Anurag Group Of Institutions, Village Venkatapur, Mandal Ghatkesar, District Medchal, 

Telangana, India.Email:divyasreepaladi23@gmail.com 
2
Assistant Professor, CSE Department, Anurag Group Of Institutions, Village Venkatapur, Mandal Ghatkesar, District Medchal, 

Telangana, India.Email:srilathacse@csvr.ac.in 
3
Professor And HOD, CSE Department, Anurag Group Of Institutions, Village Venkatapur, Mandal Ghatkesar, District Medchal, 

Telangana, India.Email:hodcse@cvsr.ac.in 

 
 

Abstract— In this paper CDNs (Content Delivery Networks) have been widely implemented to provide scalable cloud services. Such networks 

support resource pooling by permitting virtual machines or physical servers to be dynamically activated and deactivated consistent with current 

user demand. This paper examines on-line video replication and placement problems in Content delivery networks an efficient video 

provisioning scheme should simultaneously utilize system resources to reduce total energy consumption and limit replication overhead. We 

inclined to propose a scheme known as adaptive information placement that may dynamically place and reorganize video replicas among cache 

servers on subscribers’ arrival and departure. Both the analyses and simulation results show that adaptive information placement will reduce the 

number of activated cache servers with restricted replication overhead. Additionally, adaptive information placements performance is 

approximate to the optimal solution. 

 

Index Terms--  Video Streaming, Peer To Peer Network, Server Bandwidth Saving, CDN Infrastructures Content Distribution, Peer-To-

Peer, Replica Management; 

__________________________________________________*****_________________________________________________ 

I. INTRODUCTION 

Network could be a process that exchange of data networking 

could be one amongst two categories: social or business. Less 

usually in finance, the term "networking" may additionally 

discuss with the setting up and operation of a physical network 

With the proliferation of the web, popular web services usually 

suffer congestion and bottlenecks as a result of massive 

demands created on their services. Such a scenario might cause 

unmanageable levels of traffic flow, leading to several requests 

being lost. Replicating constant content or services over many 

mirrored internet servers strategically placed at varied locations 

may be a methodology usually utilized by service suppliers to 

enhance performance and measurability. The user is redirected 

to the closest server and this approach helps to reduce network 

impact on the response time of the user requests. Content 

Delivery Networks (CDNs) provide services that improve 

network performance by maximizing bandwidth, up 

accessibility and maintaining correctness through content 

replication. They provide fast and reliable applications and 

services by distributing content to cache or edge servers located 

close to users. A Content delivery networks has some 

combination of content-delivery, request-routing, distribution 

and secretarial infrastructure. The Content Delivery 

Networks consists of a group of edge servers also referred to as 

surrogates that deliver copies of content to end-users. The 

request-routing infrastructure is accountable to leading 

consumer request to acceptable edge servers. It additionally 

interacts with the distribution infrastructure to keep an up-to-

date read of the content stored within the Content delivery 

networks caches. The distribution infrastructure moves 

content from the origin server to the Content delivery 

networks edge servers and ensures consistency of content 

within the caches. The secretarial transportation maintains 

logs of end user accesses and records the usage of the 

Content delivery networks servers. This data is used for 

traffic coverage and usage-based request. In observe, Content 

delivery networks usually host static content together with 

pictures, video, media clips, advertisements, and different 

embedded objects for dynamic web page. Typical customers 

of a Content delivery networks are media and web 

advertising corporations, information centers, web Service 

providers (ISPs), on-line music two retailers, mobile 

operators, client natural philosophy makers, and different 

carrier corporations. Every of those customers needs to 

publish and deliver their content to the end-users on the web 

during a reliable and timely manner. A Content delivery 

networks focuses on construction its network 

communications to produce the subsequent services and 

functionalities: storage and management of content; 

distribution of content among surrogates; cache management; 

delivery of static, dynamic and streaming content; backup 
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and disaster recovery solutions; and watching, performance 

measuring and coverage. Some studies have investigated CDNs 

within the recent past. Pen presents a summary of CDNs. His 

work presents the essential problems concerned in designing 

and implementing an efficient CDN, and surveys the 

approaches projected in literature to deal with these issues. As 

none of those works has classified CDNs, during this work we 

tend to specialize in developing taxonomy and presenting an in 

depth survey of CDNs. Our contributions –In this paper, our 

key contributions are to: one. Develop a comprehensive 

taxonomy of CDNs that has an entire coverage of this field in 

terms of organizational structure, content distribution 

mechanisms, request redirection techniques, and performance 

measurement methodologies. The most aim of the taxonomy, 

therefore, is to explore the distinctive features of Content 

delivery networks from similar paradigms and to produce a 

basis for categorizing present and future development in this 

area. 2. Present a progressive survey of the present Content 

delivery networks that has a basis for an in-depth analysis and 

complete understanding of this content distribution landscape. 

It additionally offers an insight into the underlying technologies 

that are presently in use within the content-distribution area. 3. 

Map the taxonomy to the present Content delivery networks to 

demonstrate its applicability to reason and analyze the current 

Content delivery networks. Such a mapping helps to perform 

―gap‖ analysis during this domain. It additionally assists to 

interpret the related essential concepts of this area and validates 

the accuracy of the taxonomy. 4. Determine the strength, 

weaknesses, and opportunities during this field through the 

state-or-the-art investigation and propose attainable future 

directions as growth advances in related areas through rapid 

deployment of recent Content delivery networks services. 

 

II. RELATED WORK 

Many studies are projected to deal with different challenges of 

CDNs. In many feasibility issues of using virtual machines, as 

well as dependability, performance interference, and resource 

rivalry, has been discussed. Traditional resource management 

studies have placed files among a hard and fast range of servers 

and focused on goals like fulfilling users’ bandwidth demand or 

optimizing server use. In an exceedingly file placement scheme 

was projected for equalization the loading of exhausting drives 

in servers. Moreover, in an approach was designed to apportion 

video files among multiple servers. This approach balances the 

load and reduces the failure rate of services by deciding the 

number| of video replicas supported server number, video 

length, and encoding rate. Under similar modeling, a genetic 

algorithm was projected in. The mentioned strategies are based 

on different assumptions (i.e., fastened range of servers) and 

objectives (load-balancing) and are so not appropriate for 

finding our replica placement drawback. Some researchers have 

studied the inner routing between servers or datacenters within 

a CDN. In exploitation CDNs to conduct video conferences 

was mentioned. Meng et al. Examined server grouping and 

projected a scheme which will each reduce the number of 

switches and improve transmission efficiency. In routing 

ways are projected among different datacenters of a CDN, 

thereby lowering carbon footprints and electricity costs and 

fulfilling users’ service necessities as a result of we tend to 

specialize in local CDNs wherever CSs are situated within 

the same place, routing between CSs and datacenters was not 

the most concern. Analysis has additionally investigated 

energy and resource saving in CDNs. In user requests were 

classified into different categories. To reduce operational 

prices, the routes of users were established supported the 

loading and energy costs of each cesium. The present study 

examined a CDN whose CSs are remotely distributed and, 

thus, faces different challenges and problems. Some studies 

have centered on reducing the quantity of activated servers in 

native CDNs and have had objectives the same as those of 

our study. The schemes projected in situ every ―workload‖ 

among servers supported servers’ ―degrees of loading.‖ 

equally; the method projected in allocates heavier workloads 

to servers with fewer resources to improve resource 

utilization. This work models the location problem as the 

traditional ―1-D bin-packing‖ problem and does not consider 

the multiple resources (for example band breadth and storage 

space) of every cesium. This kind of modeling fails to resolve 

our placement drawback, even once generalized to multiple-

dimension bin-packing, as a result of it assumes every 

subscription has independent storage necessities. In a very 

new technique referred to as CPA was projected, that 

separates CSs into two groups: computation servers and data 

servers. Under CPA, the requested services are processed on 

the computation servers, wherever because the data is hold on 

the info servers. This work additionally has different 

assumptions and so cannot be adapted to video stream 

provisioning. In capability management schemes for 

information centers were mentioned. By activating the 

suitable range of servers at the suitable time, there sponge 

time and power consumption of the data-center is reduced. In 

an analytical model was projected for balancing throughput 

performance and power consumption. However, these works 

have centered on the management of all-purpose machines 

that serve user requests independently. They do not apply the 

particular properties of video-on demand requests, like 

combinatory space needs, as we tend to mentioned. 

 

 

III. FRAME WORK 

To achieve high resource utilization, our proposed scheme, 

adaptive data placement, follows three principles: it 

maintains only one OPS server in a system to enable most 

CSs to achieve at least one aspect i.e., bandwidth or space of 

full utilization; it maintains the exclusiveness of video clips 

i.e., allows at most one replica for each clip among the OPS 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                               ISSN: 2321-8169 

Volume: 5 Issue: 7                                                   528 – 531 

_______________________________________________________________________________________________ 

530 
IJRITCC | July 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

and SPF servers to improve space efficiency, which we 

demonstrate in the next section; and it conducts less physical 

replication to limit overhead. To increase the readability of the 

pseudo code, the updating processes of the following variables 

are not contained in the details of adaptive data placement these 

parameters can be updated based on their definitions after a 

subscription is added to or removed from a CS. The only 

exception is OPS, which adaptive data placement must 

determine and change during execution. Adaptive data 

placement is composed of two main functions: ARRIVE and 

DEPART, which are respectively executed when a subscription 

enters and leaves a system. They are detailed in Subsection A. 

Additional procedures required by DEPART are detailed in 

Subsection B. Notably, in the primitive version of adaptive data 

placement, we also considered a periodical readjustment and 

redistribution process, which periodically swaps subscriptions 

between BWF and SPF servers to increase the ―production‖ of 

FUL servers. However, this process yields heavy migration 

overhead and saves few resources. Therefore, we removed this 

part from the final version. Many studies have been proposed to 

address different challenges of Content delivery networks. In 

several feasibility concerns of using virtual machines, including 

reliability, performance interference, and resource contention, 

has been discussed. Traditional resource management studies 

have placed files among a fixed number of servers and focused 

on goals such as fulfilling users’ bandwidth requirement or 

optimizing server use. In a file placement scheme was proposed 

for balancing the loading of hard drives in servers. Moreover, 

in an approach was designed to allocate video files among 

multiple servers. This approach balances the load and reduces 

the failure rate of services by deciding the number of video 

replicas based on server number, video length, and encoding 

rate. Under similar modeling, a genetic algorithm was proposed 

in the discussed methods are based on different assumptions 

that is fixed number of servers and objectives load-balancing 

and are thus not suitable for solving our replica placement 

problem. Some researchers have studied the inner routing 

between servers or datacenters inside a Content delivery 

networks. In using Content delivery networks to conduct video 

conferences was discussed. Examined server grouping and 

proposed a scheme that can both reduce the number of switches 

and improve transmission efficiency. Routing methods have 

been proposed among different datacenters of a Content 

delivery networks, thereby lowering carbon footprints and 

electricity costs and fulfilling users’ service requirements. 

Because we focus on local Content delivery networks where 

CSs are located in the same place, routing between CSs and 

datacenters was not the main concern. Research has also 

investigated energy and resource saving in Content delivery 

networks. User requests were categorized into different classes. 

To reduce operational costs, the routes of users were 

established based on the loading and energy costs of each CS. 

The current study examined a Content delivery networks who’s 

CSs are remotely distributed and, thus, faces different 

challenges and issues. Some studies have focused on 

reducing the number of activated servers in local Content 

delivery networks and have had objectives similar to those of 

our study. The schemes proposed in each ―workload‖ among 

servers based on servers’ ―degrees of loading.‖ Similarly, the 

method proposed allocates heavier workloads to servers with 

fewer resources to improve resource utilization. This work 

models the placement problem as the traditional ―1-D bin-

packing‖ problem and does not consider the multiple 

resources for example bandwidth and storage space of each 

CS. This type of modeling fails to solve our placement 

problem, even when generalized to multiple-dimension bin-

packing, because it assumes each subscription has 

independent storage requirements. A new method called CPA 

was proposed, which separates CSs into two groups: 

computation servers and data servers. Under CPA, the 

requested services are processed on the computation servers, 

whereas the data is stored on the data servers. 

This work also has different assumptions and thus cannot be 

adapted to Video stream provisioning. Capacity management 

schemes for data centers were discussed. By activating the 

appropriate number of servers at the appropriate time, there 

sponge time and power consumption of the data-center can 

be reduced. In an analytical model was proposed for 

balancing throughput performance and power consumption. 

However, these works have focused on the management of 

general-purpose machines that serve user requests 

independently. They do not apply the specific properties of 

video-on demand requests, such as combinable space 

requirements, as we mentioned. 

 

IV. EXPERIMENTAL RESULTS 

In our experiments, we need to get the CSs from backup 

folder these CSs are having Video files after that run the 

ADP (Adaptive Data Placement) server in that ADP 

(Adaptive Data Placement) server displays the how many 

CSs are available in the system and also it displays how 

many videos have the each CS after that run the user after 

running the user start the simulation it will send the request 

by the 10 users to the CSs these 10 users are created by 

randomly here 3 CSs are get request from the 10 users and 

CSs are provide the videos for users the ADP(Adaptive Data 

Placement) server will display the status of the users request 

arrival or assigning and depart from CSs here users depart 

from CSs in after completion of their file downloading the 

downloaded video files are stored in users folder to view the 

performance graph in the ADP(Adaptive Data Placement) 

server to seen in below chart 
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We can observe that ADP (Adaptive Data Placement) server 

performance chart to see the Processing Time is higher than the 

Total Request Through our implementation we can to send the 

Video files save the network bandwidth at lower cost then 

compare to current techniques. 

 

V. CONCLUSION 

In this paper, we have analyzed and classify the infrastructural 

and procedural characteristic of Content Delivery Networks 

(CDNs). We have developed a comprehensive taxonomy for 

Delivery Networks based on four issues: Delivery Networks 

composition, content distribution and management, request-

routing, and performance measurement. We tend to additional 

build up taxonomies for every of those paradigms to classify 

the common trends in content networking and to provide a 

basis for comparison of existing Delivery Networks. In doing 

therefore, the readers will gain an insight into the technology, 

services, strategies, and practices that are currently followed 

during this field. We have additionally provided a detailed 

survey of the present Delivery Networks and known the future 

directions that are expected to drive innovation during this 

domain. Finally, we have performed mapping of the taxonomy 

to the present systems. Such a mapping provides a basis to 

appreciate an in-depth understanding of the state-of-the-art 

technologies in content distribution area, and validates the 

applicability and accuracy of the taxonomy. Recently, the 

Delivery Networks industry is obtaining consolidated as results 

of acquisitions and/or mergers. Throughout the preparation of 

this manuscript, we have experienced important changes within 

the content distribution landscape as a result of this 

consolidation. Together with the proliferation, formation, and 

consolidation of the Content Delivery Networks landscape, new 

varieties of net content and services are returning into the 

picture. Consequently, content distribution, caching and 

replication techniques are gaining additional attention in order 

to meet up the new technical and infrastructure necessities of 

consequent generation Content Delivery Networks. This could 

cause new problems within the design and design of Content 

Delivery Networks. Present trends in content networking 

domain indicate that higher understanding and interpretation of 

the essential concepts during this space is important. Therefore, 

we tend to hope that the comprehensive comparison framework 

supported our taxonomy and the state-of-the-art survey 

presented during this paper will not only serve as a tool to 

understand this complex area, however additionally will help 

to map the future analysis efforts in content networking. 
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