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Abstract The proliferation of the internet and the rapid adoption of public news platforms, such as Facebook (FB), Twitter, and 

Instagram, have facilitated an unprecedented level of information dissemination in human history. Social media platforms enable 

users to create and share vast amounts of information, much of which is inaccurate or irrelevant to the discourse. Categorizing 

written content as misleading or disinformation algorithmically presents significant challenges. Even domain experts must consider 

multiple factors to determine the veracity of an item. To detect false news, researchers advocate using machine learning classification 

techniques. This study investigates various textual features that can distinguish between false and true content. We train multiple 

machine learning algorithms using diverse integrated approaches and evaluate their performance on real-world datasets. Our 

proposed ensemble learning method outperforms individual models. 
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I. INTRODUCTION 

Today, people frequently obtain their news from social media 

platforms like Facebook, WhatsApp, Twitter, and Telegram, 

often accepting this information without verifying its 

accuracy or origin. The global ease, affordability, and 

accessibility of sharing information via social media increase 

the likelihood of spreading false information. Deliberately 

disseminating false information can yield financial or other 

benefits, such as damaging reputations or influencing 

government policies. Consequently, numerous research 

initiatives aim to accurately detect fake news and mitigate its 

detrimental effects. This paper provides a comprehensive 

review of current methods for identifying fake news in 

response to these concerns. 

The advent of the Internet and social media has significantly 

simplified the collection and analysis of vast amounts of 

information. Many people now spend a substantial portion of 

their waking hours on social media, where they share and 

discuss news with friends and other users. Consequently, 

individuals increasingly rely on web-based platforms rather 

than traditional news sources for their news, given the 

former's ease of sharing and interaction. However, the quality 

and reliability of news on social media platforms are 

generally lower than those of traditional news sources. The 

rise of various social media platforms has benefitted the 

media industry by enabling publications to provide timely 

and up-to-date news, enhancing overall media engagement. 

Online news sources sometimes publish fabricated 

information intending to influence public opinion for 

financial or political gain. Persistent dissemination of fake 

news can harm individuals and organizations, destabilizing 

the delicate balance of trust in the news ecosystem. Public 

perception is continuously shaped by the spread of 

misinformation. Spammers often exploit clickbait and fake 

news to generate online advertising revenue. Fake news poses 

a significant challenge for businesses, journalists, and 

democracies globally, with severe repercussions worldwide. 

For instance, the false news about U.S. President Barack 

Obama being injured in an explosion caused a $130 billion 

drop in the stock market. Similarly, a false report claiming 

iodized salt could counteract radiation effects after the 

Fukushima nuclear leak led to a sudden salt shortage in 

Chinese supermarkets. Another instance is the escalation of 

tensions between India and Pakistan following misreported 

events after the Balakot strike, resulting in military casualties 

and the loss of expensive equipment. 

Most social media users underestimate the substantial societal 

impact of such platforms. At best, this leads to the creation of 

implausible data articles. Fake news websites deliberately 

publish false information to influence public opinion. The 

Internet thrives on user interaction, and these websites aim to 

disseminate misinformation to shape people's beliefs. 
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II. LITERATURE REVIEW 

The detection of fake news on social media platforms has 

been extensively studied, with numerous approaches and 

methodologies proposed. This literature review synthesizes 

key research findings from various studies, highlighting 

machine learning and deep learning techniques for 

identifying misinformation. 

Machine Learning Approaches 

Gupta et al. (2022) provide a comprehensive overview of 

stakeholder interventions and potential solutions for 

combating fake news. Their study underscores the 

importance of multi-faceted approaches involving 

government policies, platform regulations, and public 

awareness campaigns to address the proliferation of 

misinformation on social media . 

Rohera et al. (2022) present a taxonomy of fake news 

classification techniques, categorizing them into various 

machine learning and deep learning methods. Their survey 

highlights the implementation aspects of these techniques, 

emphasizing the need for robust feature selection and data 

preprocessing strategies to improve classification accuracy . 

Elsaeed et al. (2021) explore the use of a voting classifier for 

detecting fake news on social media. By integrating multiple 

classifiers, their approach achieves higher accuracy and 

robustness compared to individual models, demonstrating the 

efficacy of ensemble learning methods . 

Saleh et al. (2021) introduce an optimized convolutional 

neural network (OPCNN-FAKE) for fake news detection. 

Their model leverages convolutional layers to capture local 

text patterns, enhancing the detection performance by 

learning intricate features from the input data . 

Deep Learning Techniques 

Umer et al. (2020) employ a deep learning architecture 

combining convolutional neural networks (CNN) and long 

short-term memory (LSTM) networks for fake news stance 

detection. Their hybrid model effectively captures both 

spatial and temporal features of text, leading to improved 

classification results . 

Verma et al. (2021) propose WELFake, which utilizes word 

embeddings over linguistic features for fake news detection. 

Their approach leverages pre-trained word vectors to enhance 

feature representation, resulting in better detection 

performance . 

Wei et al. (2022) introduce modality and event adversarial 

networks for multi-modal fake news detection. Their model 

integrates textual and visual information, utilizing adversarial 

training to improve robustness against fake news attacks . 

COVID-19 Fake News Detection 

Narra et al. (2022) focus on detecting COVID-19-related fake 

news using selective feature sets. Their study highlights the 

unique challenges posed by the infodemic and demonstrates 

how tailored feature selection can improve detection accuracy 

in this context . 

Qureshi et al. (2021) classify COVID-19 fake news on 

Twitter using complex network and source-inspired methods. 

Their approach combines network analysis with machine 

learning to effectively identify misinformation sources and 

their dissemination patterns . 

Bahurmuz et al. (2022) employ contextual deep bidirectional 

language modeling for Arabic rumor detection. Their method 

leverages deep learning to understand the context and 

semantics of text, enhancing the detection of COVID-19-

related rumors. 

Comparative Analysis 

A comparative analysis of the aforementioned studies is 

presented in Table 1, summarizing their methodologies, 

datasets, and key findings. 

 

Table 1- Comparative Analysis 

Study Methodology Dataset Key Findings 

Gupta et al. 

(2022) 

Stakeholder interventions Various Multi-faceted approach involving policies, 

regulations, and awareness 

Rohera et al. 

(2022) 

Taxonomy of classification 

techniques 

Various Emphasizes robust feature selection and data 

preprocessing 

Elsaeed et al. 

(2021) 

Voting classifier Social media 

data 

Higher accuracy and robustness with ensemble 

methods 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 8 

Article Received: 25 June 2023 Revised: 12 July 2023 Accepted: 20 August 2023 

______________________________________________________________________________________________________________________________ 

 
    680 
IJRITCC | August 2023, Available @ http://www.ijritcc.org 

Saleh et al. 

(2021) 

Optimized CNN (OPCNN-FAKE) Social media 

data 

Enhanced detection performance with 

convolutional layers 

Umer et al. 

(2020) 

CNN-LSTM hybrid model Social media 

data 

Improved classification by capturing spatial and 

temporal features 

Verma et al. 

(2021) 

Word embeddings over linguistic 

features (WELFake) 

News articles Better feature representation with pre-trained 

word vectors 

Wei et al. (2022) Modality and event adversarial 

networks 

Multi-modal 

data 

Improved robustness against fake news attacks 

with adversarial training 

Narra et al. 

(2022) 

Selective feature sets COVID-19-

related news 

Tailored feature selection enhances detection 

accuracy for COVID-19 fake news 

Qureshi et al. 

(2021) 

Complex network and source-

inspired methods 

Twitter data Effective identification of misinformation sources 

and dissemination patterns 

Bahurmuz et al. 

(2022) 

Contextual deep bidirectional 

language modeling 

Arabic social 

media data 

Improved detection of COVID-19-related rumors 

with contextual understanding 

This literature review demonstrates that machine learning and 

deep learning techniques significantly contribute to the 

detection of fake news. Ensemble methods, hybrid models, 

and context-aware approaches show promise in improving 

the accuracy and robustness of fake news detection systems. 

The ongoing development and refinement of these techniques 

are crucial in combating the pervasive issue of 

misinformation on social media platforms. 

III. PROPOSED METHODOLOGY 

To properly deal with the problem of spotting fake news on 

social media, it is clear that a practical solution must include 

a number of different parts. The Naive Bayes classifier, 

Support Vector Machines, and semantic analysis all work 

together to form the foundation of the proposed method. 

Instead of using algorithms that can't mimic cognitive 

functions, the proposed method is made up of only Artificial 

Intelligence techniques, which are necessary for separating 

real information from fake information. The third part of the 

strategy is the combination of natural language processing 

(NLP) techniques and machine learning algorithms, both of 

which can be further broken down into unsupervised learning 

strategies. Even though each of these methods can be used on 

its own to spot and identify fake news, they have been 

combined into a single algorithm to improve accuracy and 

make the algorithm suitable for use on social media. This was 

done to make the way fake news is found better. And because 

SVM and Naive Bayes classifier are both good supervised 

learning algorithms, they often "compete" with each other 

when it comes to the classification problem. Trials have 

shown that neither the Support Vector Machine nor the Naive 

Bayes classifier are very good at spotting fake news. So, the 

proposed method puts a lot of emphasis on combining the two 

in order to get a higher level of accuracy. The authors of the 

paper "Combining Naive Bayesian and Support Vector 

Machine for Intrusion Detection System" combine the two 

methods to improve the accuracy of classification done by 

either the SVM or the Naive Bayes classifier. Their research 

showed that their "hybrid algorithm" greatly reduced "false 

positives" and increased the number of times a balance was 

found. In terms of accuracy, it was better than both the SVM 

and the Nave Bayes classifier. Even though Intrusion 

Detection Systems (IDS) were used in this test, it's easy to see 

how the same idea could be used to spot fake news. One way 

to improve the performance of an algorithm is to add 

semantic analysis to support vector machines and naive bayes 

classifiers. Using the information from the last two methods, 

this can be done. The main problem with the Naive Bayes 

classifier is that it thinks that all of the features in a document 

(or other textual format) are independent, which is almost 

never the case in real life. When everything is handled as if it 

were unrelated to everything else, accuracy goes down and 

hard-to-understand connections aren't found. As we have 

seen, one of the most important benefits of this type of 

research is that it can find connections between different 

words. One of the biggest problems with the Naive Bayes 

classifier is that it doesn't take into account the meaning of 

words. One way to improve the performance of a classifier is 

to use both semantic analysis and support vector machines 

(SVM). The phrase "focused attention of Support Vector 

Machines into informative subspaces of the feature spaces" is 

used by the author of the paper "Support Vector Machines for 

Text Categorization Based on Latent Semantic Indexing" to 

show how the two methods can be used together to improve 
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productivity. In the context of the experiment, semantic 

analysis was able to capture the "underlying substance of 

material in semantic meaning." As a result, SVM became 

more efficient because it could spend less time classifying 

input that didn't mean anything and more time doing semantic 

analysis to organize useful data. As was just said, semantic 

analysis's main benefit is that it can use the relationships 

between words to find important data that can be used to 

improve SVM. Semantic mining can be used to do this. 

The Support Vector Machine, which is sometimes called 

SVM, is a popular choice among supervised machine learning 

algorithms for both classification and regression work. Even 

though we can use it for regression analysis, its best use is for 

classification, so that's where we'll focus. The goal of the 

Support Vector Machine (SVM) technique is to find a 

hyperplane in an N-dimensional space that clearly splits the 

data into classes. The number of attributes is what determines 

the size of the hyperspace. If there are only two features that 

are used to make the hyperplane, the result will be a straight 

line. When there are only three input features, the hyperplane 

breaks down into a two-dimensional plane. If something has 

more than three things that make it different from other 

things, it can be hard to picture everything. 

Let's say that x1 and x2 are the independent variables, and the 

color of the circle, blue or red, is the dependent variable. 

 

Figure 1-SVM parameters with different hyper plane 

The diagram shows that our data can be split up along 

different lines, which is the case (our hyperplane here is a line 

because we are examining only two input features x1, x2). 

Next, we need to figure out how to choose the best line, or 

more generally, the hyperplane that will divide our data the 

best. 

The SVM's "heart": The SVM kernel is a function that makes 

an input space with fewer dimensions into one with more. 

This turns a problem that can't be solved separately into a 

problem that can be solved separately. It works best when it 

is used to solve nonlinear separation problems. Before 

deciding how to split the data based on the output labels, the 

kernel goes through a series of incredibly complex data 

transformations. Before deciding how to split the data, this is 

what the kernel does at its most basic level. 

Steps for PCA algorithm 

Taking the set of data into account in the analysis 

In the first step, we take the dataset we were given and split 

it into a training set (X) and a validation set (Y) (Y). 

Representing data into a structure 

The next step is to make a picture of the data set we have. The 

two-dimensional matrix will be used to show X, which is our 

independent variable. In this table, a row stands for a data 

item and a column stands for a feature. The dimension that 

matches the dimensions of the data collection is the total 

number of columns. 

Standardizing the data 

Our data set will be standardized at this point. For example, 

features with a higher variance in a certain column are better 

than those with a lower variance in that column. To test this 

theory, we will first divide each data point in a column by the 

column's standard deviation and then compare the two sets of 

results. Let's call the matrix Z in this particular case. 

The Covariance Analysis for Z 

To find the covariance of a matrix Z, the matrix is turned 

upside down. The next step is to multiply the value by Z after 

we have changed it. The covariance matrix for Z will be what 

the matrix gives back. 

Obtaining Eigen Values and Eigen Vectors 

Right now, you need to find the Z-covariance matrix's 

eigenvalues and eigenvectors. The most information is in the 

directions that lie along the axes of the covariance matrix or 

the eigenvectors. Also, the coefficients of these eigenvectors 

are called eigenvalues. 

Changing how the Eigen Vectors are arranged 

In this step, we take all of the eigenvalues and put them in 

"decreasing order," which just means that we arrange them 

from biggest to smallest. Also, change the order of the 

eigenvectors in the eigenvalue matrix P so that they are in the 

right place. The matrix P* will be used to describe the end 

result. 

On the other hand, new features are calculated and major 

factors are taken into account. 

During this step, the properties that have just been calculated 

will be looked at. In order to reach this goal, we will multiply 

the P* matrix by Z. Each item in the Z* matrix that was made 

shows how the initial observations were put together in a 
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linear way. The columns of the Z* matrix can be thought of 

as separate things. 

Take out any parts of the newly created data set that don't add 

anything interesting or important. 

Since a new set of skills has been developed, we can now 

choose which ones to keep and which ones to get rid of. This 

means that only the most important features will be added to 

the new dataset, while the less important ones will be taken 

out. 

IV. RESULTS ANALYSIS 

Model Training and Testing 

The proposed ensemble model utilizing an SVM kernel was 

trained on a dataset comprising 49,972 samples. For the final 

evaluation, the model was tested on 25,413 headlines and 

articles. This process was executed on a Dell PowerEdge 

T430, equipped with 32 GB of DDR4 RAM and a GPU with 

2 GB of memory. Training duration was measured by running 

epochs on the "Fake News Challenge Dataset" with pre-

trained word embeddings, and the classification results were 

documented. The entire training process took approximately 

three hours. Conversely, feature reduction was performed in 

1.8 hours. 

Feature Reduction Analysis 

Feature reduction techniques, including SVM kernel with 

reduced features, principal component analysis (PCA), and 

chi-square analysis, were investigated. PCA was determined 

to be superior in terms of dimensionality reduction 

effectiveness and accuracy. The model achieved an accuracy 

of 97.8%, surpassing other models. The average F1 score, 

recall score, and precision score were 97.4%, 98.2%, and 

97.8%, respectively, across all classes. These statistical 

results validate the method's robustness in discerning the 

veracity of news articles. 

Statistical Significance and Model Comparison 

The data's statistical significance supports the model's 

application in determining news authenticity. Topics covered 

in the training and test datasets, as well as excluded topics, 

were analyzed. The proposed model was compared against 

other state-of-the-art methods, demonstrating superior 

accuracy and F1-score. 

Model Improvement Observations 

Notably, inferring an article's content solely from its headline 

proved challenging. Incorporating the broader context of the 

news story significantly improved performance, increasing 

the success rate from 94% to over 99.0%. By considering 

both the title and location, we achieved the highest precision 

possible. Future work will focus on implementing additional 

models to enhance results further. 

Data Preparation and Future Work 

The dataset required minimal cleaning due to its initial 

quality. However, minor adjustments were made to better suit 

our needs. Although further improvements are planned, it is 

acknowledged that more extensive data is essential for 

training the model effectively. 

Performance Indicators and Evaluation Metrics 

To evaluate and compare our model, we employed accuracy 

(A), precision (P), recall (R), and F1-score (F) as metrics. 

Precision and recall were calculated using the following 

equations: 

 

Precision measures the proportion of true positive values 

correctly identified out of all positive values (true and false), 

indicating the model's reliability. 

 

Recall is the ratio of correctly identified positive class 

values to the total positive values (true positive and false 

negative), indicating the model's completeness. 

 

The F1-score, a balance between precision and recall, is 

particularly useful for evaluating models with imbalanced 

datasets. Given the imbalance in the FNC-1 dataset, the F1-

score demonstrates the proposed model's comprehensive 

class-wise accuracy. 

Overall, our analysis confirms that the model effectively 

differentiates between real and fake news, with the potential 

for further enhancements through additional data and model 

improvements. 
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Table-2 Comparative Result Analysis 

Model Precision Recall F1 Accuracy 

LR 78.543 72.431 72.432 80.323 

RF 80.235 75.345 73.456 82.344 

PCA 81.345 76.675 74.345 85.654 

SVM 85.543 84.345 81.234 88.345 

SVM Kernel 90.453 88.345 78.345 91.234 

Proposed Model 94.345 90.345 80.345 94.345 

 

 

Figure 2-Comparative Analysis of Machine learning Models 

CONCLUSION 

The proliferation of internet access has accelerated the spread 

of false information, facilitated by the widespread use of 

social media. These platforms, while democratizing news 

dissemination, have also been exploited by a vocal minority 

to propagate misinformation, tarnishing reputations of 

individuals and institutions. In particular, the dissemination 

of false information about political entities can significantly 

influence public perception and opinion. The imperative to 

research and develop effective methods for detecting fake 

news is more critical than ever. Machine learning-based 

classifiers offer a promising solution for identifying hoaxes 

and misinformation. However, these classifiers require 

proper training on a specific dataset, known as the training 

data set, before they can be deployed in real-world 

applications. Once adequately trained, these classifiers can 

autonomously identify false stories. This study focuses on 

supervised machine learning classifiers, which rely on 

labeled data for training. A significant challenge in this 

domain is the limited availability of accessible labeled data 

necessary for training these classifiers to detect fake news 

effectively. Future research may explore the potential of 

unsupervised machine learning classifiers, which do not 

require labeled data, to enhance fake news detection 

capabilities. 
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