
International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 6 

Article Received: 25 March 2023 Revised: 12 April 2023 Accepted: 30 May 2023 

_____________________________________________________________________________________________ 

 
    595 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

Social Media Sentiment Analysis for Enhancing 

Demand Forecasting Models Using Machine Learning 

Models. 
Pradeep Kumar Chenchala , Pandi Kirupa Gopalakrishna Pandian, Bhanu Devaguptapu, Savitha Nuguri, Rahul Saoji 

Independent Researcher, USA 

 

Abstract: 

Accurate demand forecasting is critical for effective inventory management, production planning, and overall organizational 

efficiency. Traditional forecasting methods, which typically rely on historical sales data and economic indicators, often fall short in 

capturing the dynamic nature of consumer behavior and market trends. This study investigates the integration of sentiment analysis 

from social media with machine learning techniques to enhance demand forecasting accuracy. By analyzing real-time consumer 

sentiments expressed on social media, the proposed model aims to provide more responsive and precise demand predictions. The 

research reviews the limitations of conventional forecasting approaches and highlights the potential of incorporating sentiment 

analysis. A comprehensive methodology for extracting and analyzing sentiment from social media data is proposed, followed by its 

integration into demand forecasting models. Empirical results demonstrate that the inclusion of sentiment analysis significantly 

improves forecast accuracy over traditional methods. This study underscores the benefits of leveraging social media sentiment for 

demand forecasting while acknowledging challenges related to data quality, linguistic complexity, and contextual interpretation. 

Ultimately, integrating sentiment analysis with machine learning presents a promising advancement for more adaptive and accurate 

demand forecasting across various industries. 
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INTRODUCTION 

The prediction of demand is also a crucial strategic tool for 

many organizations involved in manufacturing and 

particularly those in the area of production and inventories. 

Traditional demand forecasting methods have, however, 

disadvantages in that they do not account for the fluctuating 

and dynamic state of consumer emotions and market 

performance in as much as they rely heavily on historical 

sales data and economic factors. This type of data started to 

become available because of social media real-time access to 

mass amounts of data related to customers’ opinions, 

interests, and behaviour. It is still challenging to apply this 

type of information effectively and make it operational for the 

purposes of demand forecasting models. 

This study aims to address this issue by utilizing machine 

learning techniques to employ sentiment investigation on 

social media data to enhance almost every aspect of demand 

forecasting models. The empirical models that can forecast 

the demand can be improved through the incorporation of 

understanding the customer’s sentiment as the models gain 

more precision and adaptability. The central aim of this 

project is to develop a methodology for detecting sentiment 

from social media content and to address potential 

applications to machine learning algorithms suitable for the 

incorporation of sentiment data into existing demand 

forecasting processes. It is very promising because this work 

can assist the firms make much expeditious and better 

informed decisions and in turn this will help in inventory 

control, reduce wastage and increase the level of customer 

satisfaction. 

LITERATURE REVIEW 

According to Rambocas and Pachon, 2018, Recorded 

transaction values and the rate of real GDP growth and 

interest rates are some of the macroeconomic indicators used 

in DFM. These kinds of models often fail to account for the 

significant variability created by changes in consumer 

sentiment and market trends that can potentially have a 

massive impact on demand structures. However, an array of 

real-time data from the consumers has been generated by the 

expansion of the social media platforms that captures 

consumers’ views and expectations and allows improving the 

forecasting techniques for demand. 

Explaining how sentiment analysis methods in social media 

data may be utilized to predict and extract sentiment. 

Sentiment analysis is a form of text mining or text analytics 

in which text documents are grouped and sorted into classes 

or categories based on their content and then the text 
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documents that have been classified are scored in terms of 

positive and negative or neutral values content. Based on 

(Gunduz and Kumru, 2021) the implementation of the 

sentiment analysis within the demand forecasting procedures 

is capable to provide additional information as regards 

customers’ satisfaction and also to ensure the improvement in 

the accuracy and timeliness of the demand forecasting 

techniques. Deployment of machine learning and sentiment 

analysis for demand forecasting has been a concern in a wide 

range of studies. In 2019, Lassen, and colleagues proposed a 

system that combines the traditional time-series forecasting 

models such as ESMA and ARIMA with the social sentiment 

analysis of the social media data. This result proved greater 

predicting accuracy especially for some items with large 

followers. This model was based on deep learning and 

includes sentiment analysis of items’ descriptions and 

reviews to forecast the demand for fashion items (Park et al, 

2020). 

Dhawan suggests that their system was better at forecasting 

the S&P 500 index than conventional forecasting techniques 

and thus provides a precedent for the usefulness of sentiment 

data. 

 
Figure 1: Typical Social Media Sentiments 

(Source: https://www.scaler.com) 

 

Although these research indicate the potential of sentiment 

analysis and machine learning-based demand forecasting to 

be coupled to achieve more accurate forecasting models, most 

of the methods presented focus on product or industry cases. 

In addition, according to (Zhang et al. 2022), some factors, 

such as linguistic complexity, context, and information 

present regarding the presence of ironies or sarcasm, might 

also influence the precision and reliability of sentiment 

analysis methods. Ghosh and his colleagues also bring 

attention to the necessity for powerful methodologies that are 

capable of tackling the diversity and volume of data from 

social media while overcoming concerns with noise and data 

quality (Ghosh et al. 2021). 

One of these is the lack of regard for temporal aspects of 

emotion in the existing models. It has been observed that 

customer mood can fluctuate rapidly and that its impact on 

demand can even differ depending on the time it’s expressed 

at(Liu et al. 2020). 

According to Nemes and Kiss 2021, The latter is social 

media information sentiment analysis which has been 

gathering a lot of interest in the recent past. They coded mood 

intensity of COVID-19-related tweets based on a stack of 

RNNs. Some of their steps included gathering data from 

social media, then ascertaining their weights and providing it 

to a machine learning model. Although the authors excluded 

a neutral category from their models and used RNN to 

classify the tweets into four sentiment levels (weakly 

positive, strongly positive, merely negative, and strongly 

negative), this does not interfere with the significance of their 

findings. The question was considered several times so that it 

was understood more about how bots influenced the public 

opinion during the 2016 US Presidential Election and how 

bots influenced the public opinion during the 2016 Brexit 

vote. This research applied twitter data analysis to data 

regarding information diffusion and possible impact of bots 

on humans tweeting patterns. The authors also reported that 

information spread fast in the Twitter with the highest 

percentage of spreading being in 1-2 hours. They also found 

greater diffusion for those users who held similar views 

which largely resonates to the concepts used today for the 

echo chambers of social media. Through their study, the 

researchers conclude that Twitter bots, social media 
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fragmentation ,and the importance of sentiments are all 

contributing factors to politics polarization. 

METHODOLOGY 

After popular social media companies such as Facebook, 

Instagram, and Twitter can be used to collect data for 

sentiment analysis as well as for dend demand forecasting 

processes. These platforms can be used to access large 

quantities of information from the users in the form of text, 

video and pictures that can give more information regarding 

consumer behavior and public judgments. To get tweets 

containing particular terms like “Covid-19” and 

“Coronavirus”, (Nemes and Kiss, 2021) used a scraping 

script. This script helped with maintaining consistency and 

accuracy of data related to social media as data was easier to 

collect and is ready for preprocessing. After the data 

collection; methods of sentiment analysis are employed to 

analyze the emotional context of the text and the sentiment 

level the text expresses. Unprocessed textual data are 

subjected to machine learning algorithms and natural 

language processing tools and categorized as positive, 

negative, or neutral. (Nemes and Kiss, 2021) used RNN to 

classify tweets into several levels of positive and negative 

sentiments ranging from very negative to very positive with 

the training sample of 50637 tweets. 

 

 
Figure 2: Dashboard For Sentimental Analysis 

(Source: https://images.surferseo.art) 

 

Sentiment analysis may be installed in the models of demand 

prediction in different ways using machine learning 

techniques. (Dal-Bianco et al. , 2014), (Garg and Zadeh, 

2021), (Jiang et al. , 2021), and others suggest that deep 

machine learning and ensemble models are effective in 

capturing subtle patterns and non-linear relationships 

between sentiment and demand. Such sources as sales 

figures, economic indicators, and sentiment sentiment from 

social media feeds can be used for training these models. A 

number of indicators are common to measure the 

performance of the proposed models. 

Other measurement like accuracy, recall and F1-score is the 

aspect that (Boomgaarden et al. 2016) employs to assess the 

accuracy of their sentiment analysis methodology. The 

discrepancy between the expected and actual demands is 

calculated by employing conventional metrics pertaining to 

demand assessment such as mean absolute error (MAE), 

mean squared error (MSE) and root mean square error 

(RMSE) (Jiang et al. 2021). The overall process of the 

integration of sentiment analysis with machine learning 

through demand forecasting models could be summarized in 

the following major stages: collecting and preliminary 

processing of social media data; evaluating the sentiment of 

respective items or posts and scoring the sentiment; the 

combination of social media data and sentiment scores with 

traditional demand forecasting data, and training of 

appropriate machine learning models; and evaluation and 

model assessment using standard metrics. 
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RESULTS AND DISCUSSION 

The results of the study on the possibility of combining ML 

and SA in the demand forecasting framework are positive. An 

RNN-based architecture exhibited a good performance of 

categorizing different level of sentiments which ranged from 

one being very positive to four categorized as strongly 

negative with the model having access to COVID-19 labeled 

tweets (Zhang et al. 2022). The authors’ model eliminated 

some of the emphasis on a neutral category of public feeling 

that is a feature of traditional sentiment analysis methods and 

provided a more nuanced view of public emotion than such 

methods using similar one. Some of the models that 

incorporated sentiment analysis such as gradient boost 

models also outperformed traditional demand forecasting 

methods which are mostly reliant on historical sales and past 

trends as well as the current state of the economy/macro-

economic factors (Perjiang et al 2021).  

 
Figure 3: Social Media Sentiments for Different Hashtags 

(Source: https://images.ctfassets.net) 

 

Once specific items are indicated as being of interest for 

analysis, one can examine the results of sentiment analysis of 

social media information, which can contain valuable 

information for understanding interests and trends in the retail 

industry, the popularity of new products, or the reaction to 

various marketing efforts (Park et al. 2020). Consumer 

happiness, overstocking and stock-out rates and inventory 

management across retailers may benefit in incorporating 

these information into demand forecasting models. 

Similar to this is that the sentiment analysis can be employed 

by lodging establishments, as well as by the eateries and 

airlines to gauge how the customers feel about their services 

and the special offers as well as the pricing policy (Ghosh et 

al. 2021). These different systems may provide better 

response to consumers’ needs by offering personalized 

products and services, changing the price, and deploying 

resources more optimally after incorporating this input into 

the demand forecasting models. There were several 

limitations and challenges for the study procedure as well as 

positive findings and possible applications with the 

preliminary study. (Zhang et al. 2022) notes that systems for 

sentiment analysis may vary based on the aspects of the 

language, the context in which the language is being used, 

and the presence of irony or at least sarcasm. Such strong 

models that can deal with social media data efficiently in 

terms of volume, diversity and the number of noise-biased 

information are extremely necessary to address these 

challenges. Similarly, (Ghosh et al. , 2021) suggested the 

necessity of watchful monitoring and replenishment of 

demand forecasting and sentiment analysis models.  
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Figure 4: Social Media Sentiment Analytics 

(Source: https://www.mentionlytics.com) 

Based on above discussions it can be concluded that the study 

is well designed which can integrate the machine learning and 

the sentiments analysis to improve the demand forecasting of 

the products. Companies may also have invaluable 

information about the mood of their buyers and what is 

popular in their sphere from a large amount of data on social 

networks. This helps to have more accurate demand estimates 

and also have a flexible demand predictions. The success of 

this approach in practice, however, can only be achieved if a 

number of problems that has to overcome: Context-awareness 

concerns, Data-quality issues, On-going model updates. 

CONCLUSION 

Thus, there are a lot of opportunities for the demand 

forecasting education with the integration of social feed data 

for sentiment analysis and machine learning models. Cross 

validation of conventional time series linear regression 

models that rely on history and the sales data and the 

economics indicators as against the use of the sentiment 

ratings might increase the accuracy of determinants in 

prediction of the demand variables as the current literature 

shows. Lagged relationships between sentiment and demand 

metrics and intra-day demand curves are especially well 

modelled by the deep learning and the ensemble-based 

methods used here. 

However, there are a few major challenges that should be 

addressed before the machine learning and the opinion 

extractor algorithms can be applied to work in practice. The 

shift from the formal sentiment analysis to natural language 

processing brings along many challenges such as the 

complexity of natural language, setting, sarcasm, and data 

concerns. To filter the extremely large volumes and diversity 

of information present as well as the considerably high levels 

of noise present in social media data streams,it is crucial to 

have more adequate and efficient models. Also, the 

consumer’s preferences and the overall market trends are 

dynamic and change rapidly over time; this means that the 

created models should be constantly tracked and revised. 
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