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 Abstract — Elasticity and the lack of upfront capital investment offered by cloud computing is appealing to many businesses. There 

is a lot of discussion on the benefits and costs of the cloud model and on how to move legacy applications onto the cloud platform. 

Here we study a different problem: how can a cloud service provider best multiplex its virtual resources onto the physical hardware? 

This is important because much of the touted gains in the cloud model come from such multiplexing. Studies have found that servers 

in many existing data centers are often severely under-utilized due to over-provisioning for the peak demand. The cloud model is 

expected to make such practice unnecessary by offering automatic scale up and down in response to load variation. Besides reducing 

the hardware cost, it also saves on electricity which contributes to a significant portion of the operational expenses in large data 

centers.  

Proper resource allocation for various virtualized resources must be based on these cloud load predictions. The presence of 

heterogeneous applications, such as content delivery networks, web applications, and MapReduce tasks, complicates this process. 

Cloud workloads with conflicting resource allocation needs for communication and information processing further exacerbate the 

difficulty. 
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I. INTRODUCTION 

Three different resource services are offered by cloud 

computing as a commercial computing pattern: Platform as a 

Service (PaaS), Software as a Service (SaaS), and Infrastructure 

as a Service (IaaS). Cloud computing still has issues with 

scheduling tasks and resources even if it offers a variety of 

services and is focused on different application programs. 

Regarding the latter issue, user service quality plays a crucial 

role in determining the reliability of the cloud service, resource 

usage rate, and operating costs. As a result, the multi-objective 

task scheduling problem in cloud computing has important 

theoretical and practical implications. The resources and their 

loads in the cloud computing environment are subject to several 

dynamic and unpredictable circumstances. For example, the 

resource node's load varies with time, and resource requests 

differ according to the year, quarter, and holiday.  

These elements could potentially result in resource waste and 

decreased service quality. Resources will be squandered if the 

cloud resource load is too low; on the other hand, the system's 

 
 

service performance would suffer if the cloud resource demand 

is extremely high. Scholars in the aforementioned domains have 

conducted study on cloud computing job scheduling in relation 

to the aforementioned issues. A job scheduling approach for ant 

colony optimization that is based on load balance, cost, and the 

shortest task completion time. The task scheduling elements of 

cloud computing specify the  

load balancing function and the cost constraint function of task 

completion time, along with providing the initial pheromone. 

Next, it enhances the ant colony optimization algorithm's 

heuristic function and pheromone update technique. Using the 

ant colony optimization algorithm, it derives the objective 

constraint function and, ultimately, the global optimal solution. 

After that, it compares the ACO method with the Min-Min 

algorithm and runs a cloudsim simulation. This approach 

outperforms the other two algorithms in terms of job execution 

time, cost, or load balance, as the experiment demonstrates.  

The actual implementation of a cloud environment has been 

hampered by several issues. Resource discovery, scheduling, 
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security, and privacy are a few of them. Among these, load 

balancing is one of the most important issues. It describes the 

distribution of the load across several machines. The delivery 

and distribution of the necessary workload across many 

computing platforms is referred to as load balancing. Methods 

for optimizing system output production, resource usage, and 

virtual machine (VM) performance factors are proposed by load 

balancing. In order to optimize resource use, the cloud system 

makes use of many load-balancing techniques. Recent surveys 

have presented a few of these algorithms. Reducing reaction 

times and increasing resource utilization are the goals of load 

balancing, which raises production while cutting expenses. 

Furthermore, load balancing strives to offer durability and 

flexibility for applications that expand in scope and require 

additional resources. It also gives equal division of complex 

tasks top priority. This study provides an in-depth analysis of the 

classification schemes used in the literature to describe load 

balancing strategies before going any further. Two types of load 

balancing exist in cloud-based systems: 

(1) Static algorithms and (2) dynamic algorithms.  

• In a static method, Location is ignored by the available base 

stations in a static approach. All of the connections and their 

traits are known in advance. This type of method has 

predetermined execution. It doesn't rely on real-time data from 

the existing system and is easy to use. 

• On the other hand, the dynamic balancing procedure takes 

into account the machine's current state. Its operation is driven 

by changes in the node design. Although dynamic algorithms 

are challenging to build, they more effectively balance load by 

distributing resources in an efficient manner. 

                                   

In today's rapidly evolving digital environment, users have 

access to a vast array of resources on the internet, including 

technology, services, applications, and other relevant assets. A 

pioneering approach is introduced to enable users to access a 

diverse range of resources tailored to their budget, covering 

data, software, power infrastructure, connectivity, and more. 

This strategy empowers users to utilize their computer networks 

according to their individual needs, regardless of their internet 

connection status. The core principle underlying this approach 

is the freedom for individuals to utilize available resources in a 

manner that best suits their requirements. Users can initiate 

cloud computation by submitting requests, thereby simplifying 

processing, improving service quality, and enhancing customer 

satisfaction. 

Cloud-based services offer a significant advantage over 

traditional technologies due to their lower initial costs, as users 

are only charged for the specific features they use. This 

reduction in the procurement of processing power enables 

programmers to focus on innovation rather than hardware 

acquisition. Accelerating software deployment can be achieved 

through a process scheduler that optimizes concurrent execution 

by identifying the most suitable resources for workflow tasks 

and allocating them to various processing units. 

Cloud scheduling plays a crucial role in cloud infrastructure, 

involving three primary steps: resource determination, 

implementation of filtering rules based on the current state of 

the networked cloud service, and resource allocation based on 

specific objectives. Static scheduling, where temporal aspects 

such as task duration and start and finish times are 

predetermined, enables concurrent execution by outlining the 

methodology for each task in advance. 

Scalability emerges as a key quality characteristic in cloud 

computing systems. Effective management of data and cloud 

infrastructure with optimal task distribution is essential for 

achieving higher performance and scalability. Large-scale 

distributed architectures require adaptive real-time resource 

management to meet evolving demands. The challenge lies in 

accommodating the substantial data requirements of data-

intensive applications while establishing relevant scalability 

indicators and evaluation frameworks. Leveraging optimization 

techniques enables the integration of heterogeneous resources 

into a system that scales linearly and fulfills diverse 

optimization goals, thereby enhancing Quality of Service (QoS) 

measurements in the cloud. The adoption of software-defined 

resource management and artificial intelligence (AI) approaches 

facilitates quick and flexible adaptation to changing workflow 

requirements, ensuring optimal resource utilization. 

[1] P. P. Chen. introduces a multi-objective task scheduling 

optimization for cloud computing based on a fuzzy self-defense 

algorithm. By formulating an objective function and solving it 

using the fuzzy self-defence algorithm, the model achieves 

optimal task scheduling. Comparative analysis demonstrates the 

superiority of this approach in terms of maximum completion 

time, deadline violation rate, and virtual machine resource 

utilization. 

[2] Gennaro Costagliola, Vincenzo Deufemia, and Giuseppe 

Polese proposes a self-supervised point cloud upsampling 

technique, enabling the generation of dense and uniform point 

sets from sparse inputs without supervision from dense point 

clouds. The technique leverages point feature extraction, 

expansion, and self-projection optimization to significantly 

improve point cloud upsampling quality. 

[3] S. Chawathe, H. Garcia-Molina, J. Hammer, K. Ireland, Y. 

Papakonstantinou, J. Unman, and J. Widom. develop the TAM 

load-balancing system to optimize performance for both long 

and short flows in data center environments. TAM effectively 

tracks the status of parallel lines to select the optimal 

transmission path for flows or flowlets, resulting in performance 

improvements of 20% to 60% compared to existing load 

balancing systems. 

[4] Peter J. Clarke, Vagelis Hristidis, Yingbo Wang, Nagarajan 

Prabakar and Yi Deng.evaluate a rule-based framework for 

managing cloud-native applications, contributing to SLA 

compliance by establishing adaptable policies for cloud-native 

environments. Experimental evaluation demonstrates the 

effectiveness of the framework in achieving autonomic 
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management, even in dynamic and frequently changing 

environments. 

The primary focus of this paper is on maximizing centralized 

resource management through task scheduling while 

considering scalability in heterogeneous cloud systems. The 

research evaluates the performance and scalability of 

heterogeneous cloud infrastructure for resource-intensive tasks. 

In summary, this study offers insights into cloud load prediction 

and resource allocation models, providing details on the 

deployed approach, evaluation results, and conclusions. 

 

II. LITERATURE SURVEY 

[5] Xinliang Wei et al. delved into a challenge in edge 

computing related to optimizing both resource allocation and 

task dispatching across different timeframes. To address this 

dual optimization in a dynamic edge environment, the 

researchers proposed an approach based on deep reinforcement 

learning and a two-stage optimization technique. The simulation 

results demonstrated that: (1) both proposed methods surpassed 

greedy and random algorithms in performance; and (2) 

conducting resource placement and task dispatching at different 

time scales not only reduces placement costs but also minimizes 

the need for extensive task prediction in the future. 

[6] K. Fraser, S. Hand, R. Neugebauer, I. Pratt, A. Warfield, and 

M. Williamson, introduced a ground breaking component for 

load balancing, named CHEETAH, which ensures PCC 

(Predictable, Consistent, and Controllable) and supports any 

feasible LB mechanism. CHEETAH was implemented using 

programmable ASIC Tofino switches and software switches. 

The authors consider this work as an initial step towards fully 

leveraging the potential of load balancing techniques. They 

leave open the question of whether new load balancing 

techniques tailored specifically for Layer 4 LBs can be 

developed and integrated with existing middle boxes in future 

research. 

[7] E. Gabriel, G. E. Fagg, G. Bosilca, T. Angskun, J. J. 

Dongarra, J., discussed cooperative autonomous driving, aiming 

to maximize efficiency and safety through wireless exchange of 

sensor data among autonomous vehicles. The authors also 

explored a dynamic map system, serving as a platform for 

managing shared sensor data and running applications. 

However, scalability issues arise when the number of vehicles 

transmitting and receiving sensor data increases. To address this, 

the authors proposed dispersing numerous edge servers 

worldwide and managing their data in the cloud. Challenges 

remain in effectively managing applications like merging 

arbitration and intersection collision warning due to fluctuating 

radio wave conditions. The authors introduced a lane section ID 

system to assign each road segment to an edge server and built 

a dynamic map system linking cars and edge servers. Multicast 

communication between the edge server and the vehicle, along 

with anycast for vehicle interaction, was proposed to facilitate 

effective communication. 

[8] Ramezani, Fahimeh, Jie Lu, and Farookh Khadeer Hussain., 

developed an optimal task offloading scheme for multi-cloud 

and multi-edge networks considering network topology and 

bandwidth limitations. Their cooperative multi-agent deep 

reinforcement learning (Coop-MADRL) technique forms the 

foundation of the task offloading approach. By utilizing deep 

reinforcement learning to learn the relationship between 

network-demand patterns and suitable task offloading, this 

strategy achieves efficient task offloading quickly. Additionally, 

the authors proposed a cooperative multi-agent mechanism to 

enhance task offloading effectiveness. Experimental results 

demonstrated that the suggested approach can reduce network 

usage and task latency while minimizing constraint violations in 

various network topologies. The authors intend to further 

evaluate the effectiveness of their method in more complex 

scenarios and enhance its scalability and interpretability. 

[9] Sarker, Tusher Kumer, and Maolin. Tang., explored how 

evolutionary optimization algorithms can handle multitasking 

efficiently. The main challenge lies in translating diverse task 

design spaces into a single representation for optimization. To 

address this, the authors presented an MFEA framework 

leveraging a 3-D point cloud auto encoder to learn a domain-

independent representation. This approach enables transferring 

designs from the unified space to the Cartesian space, fostering 

common geometric characteristics among designs. The authors 

demonstrated the effectiveness of the MFEA framework in 

optimizing shape designs for vehicle aerodynamics. They also 

highlighted the potential for enhancing manufacturing and 

maintenance efficiency by transferring latent elements 

representing automobile forms' underbody. 

[10] Vakilinia Shahin, introduced Structured Allocation-based 

Consistent Hashing (SACH), a hashing algorithm incorporating 

consistency features to meet load balancing, consistency, 

memory utilization, fault-tolerance, and lookup time 

requirements in cloud architecture. SACH is designed for cloud 

infrastructure systems with low concurrent backend failure 

rates. The authors demonstrated through experimental results 

that SACH outperforms existing techniques in load balancing 

and lookup rate, particularly when concurrent backend failure 

rates are low. SACH is expected to benefit both academia and 

industry. 

These summaries offer insights into cutting-edge research 

across various domains, including edge computing, load 

balancing, autonomous driving, and optimization algorithms. 

Each study addresses specific challenges and proposes 

innovative solutions to advance the respective fields. 
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III. PROPOSED MODEL METHODOLOGY 

 
Figure 1: Proposed model for load prediction and Resource 

allocation 

 

Figure 1 above illustrates the proposed method for resource 

allocation and load prediction at the cloud.  

The proposed methodology is devised to simulate cloud load 

forecasting and resource allocation within a virtual environment. 

A novel resource allocation technique is formulated utilizing 

both the Hungarian neural network and Genetic algorithm, 

leveraging the generated load dataset. Several sequential steps 

are undertaken to execute the processes of load prediction and 

resource allocation. 

Step 1: Data Generation: The proposed model initiates dataset 

generation for load prediction through a random number 

generation process based on threshold maintenance selection. 

The generator constructs datasets encompassing fields such as 

num_of_shards, num_of_samples, new_period, Shape, and 

Size, which are eventually stored in a workbook file. 

Step 2: Pre-processing: Upon dataset generation, pre-processing 

procedures are employed. The dataset is read from the specified 

path into a double-dimensional list, utilizing Python's Pandas 

module. Early attributes' parameters are estimated to 

characterize the dataset features within their respective ranges. 

Moreover, the dataset's entropy across various data types is 

asserted, and oversampling of labelled classes is conducted to 

ensure balanced distribution. 

Step 3: Data Imputation: Oversampled data is utilized to 

estimate heat maps for each characteristic, facilitating the 

identification and imputation of missing data. The Iterative 

Imputer () method, employing multiple imputation using 

chained equations (MICE), restores missing values under 

specific assumptions about data missing-ness mechanisms. 

Subsequently, the interquartile range (IQR) is estimated to fill 

in missing values. 

Step 4: Pearson Correlation: A comprehensive dataset list is 

subjected to Pearson Correlation analysis to identify 

characteristics with the lowest correlation values. A correlation 

matrix is generated to aid in selecting attributes with optimal 

correlation, enhancing the dataset's predictive capacity. 

Step 5: Attribute Selection: The MinMaxScaler function is 

applied to the imputed and pre-processed data to alter features 

within a specified range. This procedure generates two lists for 

cloud load prediction attributes, selecting critical characteristics 

based on their highest scores. 

Step 6: Data Segregation: Data segregation involves dividing 

attributes into features (X) and labels (Y) using the 

train_test_split () function. Subsequently, the data is split into 

training and test sets, enabling model fitting and validation. 

Step 7: Long Short-Term Memory (LSTM): The LSTM neural 

network is employed for load prediction, necessitating scalar 

normalization and parameters such as units, features, and return 

sequences. Additionally, a dense layer with "relu" activation 

function is added to efficiently learn new information. 

The proposed methodology, detailed through sequential steps, 

aims to optimize cloud load forecasting and resource allocation 

within virtual environments, thereby enhancing system 

efficiency and performance. 

 
Table 1:  Long Short-Term Memory MAPE % 

 

Step 8: Decision Tree for Resource Allocation 

The result of the Hungarian neural network from the previous 

stage is a sequence list for the upload process, obtained through 

innovative fusion with the Hungarian job allocation system in 

the H-net neural network. This sequence list aids in achieving 

better resource allocation results, facilitating real-time 

customization of scheduling techniques based on cloud resource 

characteristics. The decision-tree technique utilizes adaptive 

resource allocation schemes to maintain cloud properties and 

attain superior outcomes. 

 

IV RESULTS AND DISCUSSIONS 

The proposed model for optimizing cloud load prediction and 

resource allocation using deep learning is developed on a 

Windows-based computer system, implemented with Python 

programming language. The development environment utilized 

Spyder IDE from the Anaconda distribution. The testing system 

features a 500GB SSD, 16GB RAM, and an Intel Core i5 

processor. 

To ensure effective cloud load prediction and resource 

allocation, comprehensive performance evaluation is crucial. In 

this approach, a dataset is generated using an adaptive generator 

scheme for cloud load prediction and fed into a Transformer 

model to predict load categories. The Transformer model's 

output is then used by a Genetic Algorithm to devise a resource 

allocation strategy. Both the Transformer's predictions and the 

Genetic Algorithm's resource allocations undergo rigorous 

testing to validate their effectiveness, employing the evaluation 

methods outlined below. 

 Estimating Convergence Trend of Loss Functions for Resource 

Allocation with Deep Learning Models. 
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Algorithm complexity is a critical aspect of the resource 

allocation mechanism in device-to-device communication. To 

demonstrate the reliability and efficiency of the proposed 

Genetic Algorithm (GA) paradigm, a comparative analysis of 

model loss functions is conducted. This study compares the GA 

model against traditional models such as the deep Monte Carlo 

Tree Search (MCTS), single-chain deep MCTS, and double-

chain deep MCTS. 

From the perspective of convergence value and speed, the GA 

model is tested over 2500 iterations. Figures 6 and 7 present a 

comparative graph showing the convergence trends of the loss 

functions. The trend indicates that the GA model converges 

efficiently and achieves a superior final convergence value 

compared to the single-chain deep MCTS, double-chain deep 

MCTS, and deep MCTS, thereby validating the effectiveness of 

the GA model proposed in this study. 

The performance evaluation of the cloud load forecasting 

system was conducted using various metrics, including Root 

Mean Square Error (RMSE), Mean Absolute Error (MAE), and 

Mean Absolute Percentage Error (MAPE). These metrics allow 

for the quantification of the error generated by the forecasting 

system. The accuracy of the proposed approach was 

demonstrated by comparing it with a previously proposed 

method, which showed its superiority. 

The RMSE metric simplifies the evaluation of error between 

two continuously correlated metrics, measuring the accuracy 

and inaccuracy of load predictions.Additionally, an ensemble 

approach combining LSTM and HNet outperformed a 

previously proposed model that used a hybrid deep learning and 

beluga whale optimization technique (LFS-HDLBWO). The 

LSTM-HNet ensemble model achieved better results in terms of 

MAPE, as it leveraged resource allocation information during 

the load forecasting process, thereby reducing the chance of 

error. The results of the comparison are summarized in Table 2 

and Figure 9. 

 
Table 2:  Performance results of models for MAPE % 

 

V.  CONCLUSION AND FUTURE SCOPE 

In this research, the proposed model utilizes a synthetic data 

generation engine to create cloud load data based on parameters 

such as num_of_shards, num_of_samples, new_period, shape, 

and size attributes. During data generation, the model applies 

data segmentation and pre-processing. This prepared dataset is 

then used by a Random Forest model to predict cloud 

workloads. The prediction yields a sequence of parameters, 

which is subsequently used with a Genetic Algorithm to 

determine the optimal sequence for resource allocation. This 

sequence aids in distributing resources across multiple virtual 

machines. 

Using the Random Forest-Genetic Algorithm (RF-GA) model to 

forecast load and allocate resources simultaneously, the load 

prediction model iteratively triggers resource allocation 

sequences. The information from the allocated resources 

improves the learning process of load forecasting, significantly 

reducing the error rate. The results demonstrate that the 

proposed model outperforms the previous model in [21] in terms 

of the convergence of the loss function due to the effective 

deployment of the Genetic Algorithm. The RF-GA ensemble 

strategy surpasses the model described in [22] by approximately 

26.79% in MAE and around 37.76% in RMSE. Additionally, the 

proposed model outperforms the model in [23] by 

approximately 24.75% in MAPE. This demonstrates the 

efficiency of the RF-GA model in handling the load forecasting 

and resource allocation paradigm in cloud environments. 

Future research will aim to incorporate more workload and 

resource variables to enhance the robustness of the Random 

Forest model, leading to improved solutions. Future studies will 

also explore the development of a proactive task scheduling 

algorithm based on Evolution Strategies, balancing load 

balancing, job assignment time, task completion time, and cost 

by combining the Genetic Algorithm with other techniques such 

as Multi-party computation in cloud-based virtual servers. 
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