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#### Abstract

Mathematical models have been employed for a significant period to replicate dynamic biological processes. In more recent years, quantitative methods have gained widespread use in cancer research. Over the past century, modelers have characterized and examined tumor growth kinetics, resulting in a diverse range of models that encompass simple empirical ones as well as complex functional models considering cell cycle kinetics, cell-cell interactions, cell age distribution, and microenvironmental factors. Nonetheless, these models are seldom verified with experimental tumor growth data due to limited suitable data availability. Increasingly, techniques from mathematics, physics, computational science, and engineering are being utilized to comprehend how cancer populations react to clinical treatments. This article delves into the essential principles of mathematical modeling in tumor growth and tumor-host interactions while emphasizing crucial approaches vital for cancer research.
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## 1. Introduction

Mathematical modeling is a powerful tool to test hypotheses, confirm experiments, and simulate the dynamics of complex systems ${ }^{[1]}$. In addition to helping understand the mechanistic underpinnings of dynamical systems, mathematical models simulate complex systems relatively quickly without the enormous costs of laboratory experiments and the corresponding biological variations ${ }^{[2]}$. For oncology, in particular, such models can be calibrated using experimental or clinical data ${ }^{[3]}$ and competing hypotheses of tumor progression can be evaluated and treatment options thoroughly analyzed before clinical intervention ${ }^{[4-6]}$. Techniques for quantitative modeling are plentiful, and many theoretical approaches are successfully applied to cancer biology ${ }^{[7]}$. Differential equation models and individual-based cell models paved the way into quantitative cancer biology about two decades ago ${ }^{[8]}$. In this paper, we will outline the process of developing these models and discuss their important use in simulating both tumor growth and its response to treatment. Furthermore, we will explore various
models, evaluating their validation and predictive capabilities within the realm of cancer biology.

The process of estimating the quantity of cancer cells within a tumor poses considerable difficulties because of the ever-changing and dynamic nature of cell behavior throughout time. Tumor cells exhibit characteristics such as proliferation, entering into a quiescent state, or undergoing cellular death, making it complex to define their numerical growth pattern accurately. A deeper and more comprehensive understanding of the tumor, along with accurate prediction, can significantly aid in tackling cancer and identifying the most effective treatment approaches. Mathematical modelling, dynamic systems and differential equations can help on this treatment method ${ }^{[9]}$.

## 2. Differential equation for modelling of tumor growth

Living systems exhibit characteristic processes related to the birth and death of cells. The fluctuations in the quantity of living cells occur through cell proliferation and mortality, resulting in a net change equal to the difference between new cell births and cell deaths over a specific time
interval. The rate of new cell proliferation and cell death is subject to the temporal variations.

For a cancerous cell with a 24 -hour cycle, we can estimate that the likelihood of a new cell emerging through division in one day is very high, approaching $100 \%$. Even without understanding the present phase of cell division, it is reasonable to estimate that within one hour, the probability of this process occurring is approximately $1 / 24$. This concept can be applied to the entire population, even when precise information about the precise quantity of cells within a tumor population is unavailable. For an unsynchronized cell population with a 24 -hour cell cycle length, it can be presumed that all cells divide once during this time interval. Likewise, if the time interval $(d t)$ is set at 1 hour, it can be expected that only about $1 / 24^{\text {th }}$ of the cells within the population will divide. Therefore, if $N(t)$ denotes the cell population and $\frac{d N(t)}{d t}$ represents the change in $N(t)$ as $t$ increases:

$$
\frac{d N(t)}{d t}=b N(t)-d N(t)
$$


(2.1)

Here, $b$ is the function of newly form cell, which is called the rate of birth, and $d$, the function of dying cells, known as the rate of death. Here, the quantity $N(t)$ rises as new cells are generated while simultaneously other cells perish. Consequently, there is an anticipated increase in cell count after a proliferative event and a decrease following instances of cell death. The mathematical expression presented as eqn. (2.1) is commonly known as an Ordinary Differential Equation (ODE).

Initially when $t=0$, suppose we start with one million cells, denoted as $N(0)=10^{6}$. The dynamics of population growth can lead to only one of the possible results:
(a) When the rate of births is equivalent to the rate of deaths i.e. $b=d$, then $\frac{d N(t)}{d t}=0$. In this situation, the population size remains constant and the tumor enters a dormancy state. The dormancy state of a tumor is significantly influential in determining the progression and treatment of cancer. During dormancy, the tumor cells remain inactive, marked by minimal division activity. This can make the tumor less sensitive to traditional cancer treatments, such as chemotherapy, which often target proliferative cells. On the other hand, when $b=d>0$, we can say that the cell proliferation is balanced by cell death ${ }^{[10,11]}$.
(b) If the birth rate is greater than the death rate, then $\frac{d N(t)}{d t}>0$ and the cellular population is steadily increasing,
with the higher rates of $b-d$ resulting in faster growth. Several factors, such as nutrient availability and environmental conditions, influence the growth rate of the cell population and genetic makeup of the cells. In a favorable environment, where nutrients are abundant and the conditions are optimal, the cells will multiply at a faster rate.
(c) On the contrary, if the birth rate is lower than the death rate i.e. $\frac{d N(t)}{d t}<0$ the population will steadily decline. In such a scenario, with the birth rate being lower than the death rate, the population will continue to decrease over time.

However, combining the terms $b N(t)-d N(t)$ simplifies eqn. (2.1) into a single-parameter problem into the unified term $(b-d) N(t)$, and by introducing a function, $r=b-d$, which represents the net population growth rate and proves pivotal in overseeing the regulation of cell population expansion. This function is closely linked to factors like nutrient accessibility and available space. Consequently, differential equation that characterizes variation in cell population over time is simplified to:

(2.2)

Then, if the rate $r(t)$ is less than zero, the population experiences a decrease; but when $r(t)=0$, the population is a constant, or $r(t)>0$, the population increases respectively. As $r$ assumes values greater than 0 , less than 0 , or equal to 0 , the population experiences an increase, decrease, or remains constant, respectively.

### 2.1 Population Growth Law

It was observed that Solid tumors initially grow rapidly, but growth decelerates as tumors grow bigger ${ }^{[12-14]}$. Since access to nutrients and space availability control the cell proliferation and death, the coefficients $b(t)$ and $d(t)$ is taken as nonlinear function of $N(t)$ leading to a selfcontained equation ${ }^{[13]}$. For this purpose, we take into account the non-linear $N: R$ function. This is commonly referred to as the bulk growth rate and eqn. (2.2) transforms accordingly:

$$
\dot{N}(t)=R(N(t)) N(t)
$$

If $r$ represents the natural birth rate in environments with abundant space and nutrients, then $R$ needs to satisfy one of two conditions:

1) When $\lim _{N \rightarrow \infty} R(N)=0$, we must have $R(0)=r$ which is positive; provided $R^{\prime}(\cdot)$ is negative.
2) But when $R(0)=r$ which is positive; provided $R^{\prime}(\cdot)$ is negative and $R(K)=0$. Here, $K$ represents the carrying capacity, which signifies the maximum size a tumor would reach without treatment, ultimately leading to mortality. This concept is pivotal for comprehending the dynamics and forecasting population growth patterns.

Both scenarios indicate that $R^{\prime}(\cdot)$ is negative, signifying that $R$ is a decreasing function.

### 2.2 Verhulst equation

If $t_{2}$ represents the tumor doubling time, eqn. (2.2) can be represented as:

$$
\begin{equation*}
\frac{d N(t)}{d t}=g_{e} N(t) \quad \text { where } \quad N(0)=N_{0} \tag{2.4}
\end{equation*}
$$

where $N_{0}$ represents the initial cell population, which is used to model growth over time $t$, and $g_{e}=\frac{\ln 2}{t_{2}}$ denotes the constant rate of tumor development.

An example of the rate of tumor growth dependent on tumor size relative to the host carrying capacity $K$ is given by the logistic model ${ }^{[12]}$ :

$$
\dot{N}=r N\left(1-\frac{N}{K}\right)
$$

Verhulst introduced the logistic model, proposing that the population growth rate is not constant but diminishes as the population size nears its maximum capacity, $K$. The parameter $r$ defines the growth rate and the Verhulst equation can be extended as follows ${ }^{[5]}$ :

$$
\begin{equation*}
R(N)=r\left[1-\left(\frac{N}{K}\right)^{a}\right] \quad a>0, \quad K>0 \tag{2.7}
\end{equation*}
$$

### 2.3 Gompertz Equation

Various researchers had studied the numerous dynamic growth rate functions with the potential application with reference to the tumor growth ${ }^{[13,15]}$. The Gompertz curve ${ }^{[16]}$ has been shown to reproduce biological growth that decelerates with population size ${ }^{[17]}$ and is therefore applicable to observed tumor growth slowdown with tumor size ${ }^{[10,11,18]}$. The growth rate is determined by taking the negative logarithm of the current population size divided by the carrying capacity, serving as a significant indicator of population dynamics ${ }^{[18]}$ :

$$
\dot{N}=b N \log \left(\frac{K}{N}\right)
$$

where the rate of growth is adjusted by a factor $b=g_{l} \ln \left(\frac{K}{N_{0}}\right)^{-1}$. Gompertz's concept was that the growth rate ought to diminish exponentially over time in order to accurately describe the entire growth curve. Here, it is clear that $\lim _{N \rightarrow \infty} R(N)=0$ which means if the cell population is decreasing, the growth rate becomes unbounded. The rate of growth is constrained by the duration of the entire cell cycle, indicating a positive assumption for a large number of cells.

Proposition 1. Gompertz law represents the asymptotic condition of the logistic power law when $a \rightarrow 0$ and $b=r a$. Proof. Initially, by replacing $b=r a$ in $b \log \left(\frac{K}{N}\right)$. As both functions $N$ and $K$ become equal, they are both equal to 0 . Hence, we assume that they are not equal such that,

$$
\lim _{a \rightarrow 0} \frac{1-\left(\frac{N}{K}\right)^{a}}{a \log \left(\frac{K}{N}\right)}
$$

which is indeterminate and since the two functions are both differentiable functions, L'Hôpital rule can be applied. Then:

$$
\lim _{a \rightarrow 0} \frac{\left(-\frac{N}{K}\right)^{a} \log \left(\frac{N}{K}\right)}{\log \left(\frac{K}{N}\right)}=1
$$

Proposition 2. When $R(N)=b N^{-a}$, $a=\frac{1}{3}$ in eqn. (2.3), the solution corresponds to the linear expansion of the radius, specifically $N(T) \approx \bar{r} t^{3}$, where $\bar{r}=\frac{1}{3} b$ as t approaches infinity, and $t_{0}=0$.
Proof. Assuming that $R(N)=b N^{-a}$, we have

$$
\begin{aligned}
& \frac{d N}{d t}=N b N^{-a} \\
\Rightarrow \quad & N^{a-1} \cdot d N=b \cdot d t
\end{aligned}
$$

Integrating, we get

$$
\begin{array}{ll}
\Rightarrow & \int_{N_{0}}^{N} N^{a-1} d N=\int_{0}^{t} b d t \\
\Rightarrow & {\left[N^{a}\right]_{N_{0}}^{N}=a \times b t} \\
\Rightarrow & N=\left(a b t+N_{0}^{a}\right)^{1 / a}
\end{array}
$$

We assume that $a=\frac{1}{3}$, which gives

$$
\lim _{t \rightarrow \infty} N(t) \approx \frac{1}{3} b t^{3}=\bar{r} t^{3}
$$

Theorem 1. Consider a continuous function $h: I \rightarrow \mathbf{R}$ within the interval I and the differential equation $\frac{d N}{d t}=h(N)$. Assuming that a set of isolated zeros of $h$ is distinct and for each zero $z_{0}$, given that $\int_{N_{0}}^{N} h^{-1}(N) d N$ is divergent ( $z$ in proximity to $z_{0}$ ); then, the required solution for $\frac{d N}{d t}=h(N)$ corresponding to the initial condition $\left(t_{0}, N_{0}\right)$, there exists a unique solution.
Proof. If $N$ is not a point of singularity such that $h(N) \neq 0$. We have,

$$
\begin{array}{ll} 
& \frac{d N}{d t}=h(N) \\
\Rightarrow \quad & h^{-1}(N) d N=d t \\
& \text { Integrating, we get } \\
& \int_{N_{0}}^{N} h^{-1}(N) d N=\int_{t_{0}}^{t} d t \\
\Rightarrow \quad & \int_{N_{0}}^{N} h^{-1}(N) \cdot d N=t-t_{0} \\
\Rightarrow \quad & {[H]_{N_{0}}^{N}=t-t_{0}}
\end{array}
$$

Here, $H$ is the antiderivative of $\frac{1}{h(N)}$. It can be inferred that $N=t-t_{0}, H^{-1}$ exists as $\frac{1}{h} \neq 0$ and this shows that $H^{-1} \neq 0$ and thus $H$ is a monotonic function. Consequently, the function $N(t)$ exists. For any value of $N_{0}$, the integral will be convergent, which implies that $\int_{N_{0}}^{N} \frac{d N}{h(N)}$, representing the time it takes for $N_{0}$ to reach $N$, is finite.

## 3. Mathematical Model for Cytotoxic and Cytostatic drugs

A tumor originates from mutated cells that undergo rapid proliferation, surpassing the normal growth rate of cells. But, not all tumor cells exhibit the same growth pattern and it is necessary to differentiate between at least two types of cells: those that proliferate (growing rapidly) and those that are quiescent (either growing slowly or in a dormant state). If they did, a 24-hour cell cycle would lead to the formation of
a tumor comprising a million cells in a month, resulting in an unmanageable size of 10 cm . Therefore, it is essential to differentiate between these distinct cell types within the tumor.

Let $F(P)$ describes the proliferative cells growth. Within a tumor, there exists a layer of quiescent cells, speculated in transitioning into proliferating cells upon nutrient deprivation. Likewise, quiescent cells undergo death after an extended period of nutrient deficiency, denoted by the term $-d Q$ representing the death rate. Additionally, quiescent cells can transition back to proliferating state as $(b P-c Q)$ where $b P$ represents the transitioning to quiescence and $-c Q$ denotes transitioning back to a proliferative state. The same dynamics apply to proliferative cells necessitating addition of $(-b P+c Q)$ in the equation representing evolution of proliferative cell population $\frac{d P}{d t}$.
Hence, a logistic model for interaction between proliferative and quiescent, expressing both would be (McAneney and O'Rourke, 2007):

$$
\left.\begin{array}{rlr}
\frac{d P}{d t} & =F-b P+c Q & \text { for proliferative cells } \\
\text { and, } \quad \frac{d Q}{d t} & =b P-(c+d) Q & \text { for quiescent cells }
\end{array}\right\}
$$

such that the size of the tumor can be expressed as,

$$
N=P+Q
$$

Considering that proliferating cells have the most significant impact on the growth of $N$, numerous therapies concentrate on these cell populations through two primary strategies:
$>\quad$ Cell Transition Control: This strategy revolves around the regulation of cell transition. The idea is to maintain cells in a quiescent state, effectively halting their continuous growth. This is achieved through the use of cytostatic drugs, denoted as $c_{\text {stat }}$ in our model. These drugs target specific proteins known as cyclins, which play a pivotal role in hindering the proliferation of cells.

Direct Destruction of Proliferative Cells: Another approach involves directly targeting proliferative cells for destruction using cytotoxic drugs, referred to as $c_{\text {tox }}$. These treatments fall under the category of chemotherapies. This approach is commonly associated with chemotherapy, where the goal is to eliminate rapidly dividing cells. Cytotoxic drugs disrupt the cell cycle and induce cell death in actively proliferating cells.
We, now, introduce our model, which incorporates these dynamics and considerations, as:

$$
\begin{equation*}
\frac{d P}{d t}=F-\left(b+c_{s t a t}\right) P+c Q-c_{t o x} P, \tag{2.10}
\end{equation*}
$$

for proliferative cells
and, $\quad \frac{d Q}{d t}=\left(b+c_{\text {stat }}\right) P-(c+d) Q$ for quiescent cells $\}$
where $F=P . R=r P\left[\frac{K^{a}-|P|^{a}}{K^{a}}\right] ;(c+d) r<b d$ and all $r, K a, b, c$ and $d$ are positive. To assist in the examination of the model, we make the assumption that:

$$
\begin{array}{ll} 
& b_{1}=b+c_{\text {stat }}+c_{\text {tox }} \text { is positive. } \\
\text { also, } & b_{2}=b+c_{\text {stat }} \text { is positive. }
\end{array}
$$

However, the results are presented in relation to eqn. (2.10).
$\left.\begin{array}{rlrl}\frac{d P}{d t} & =F-b_{1} P+c Q, & & \text { for proliferative cells } \\ \text { and, } \quad \frac{d Q}{d t} & =b_{2} P-(c+d) Q & & \text { for quiescent cells }\end{array}\right\}$
Lemma 1. The dynamical equation (2.5) maintains positivity i.e. $P^{0}$ and $Q^{0}$ are positive which implies that $P(t)$ and $Q(t)$ will be positive for all positive values of $t$.
Proof. In this context, we find a triangle that remains invariant to demonstrate that the solutions are valid for all $t>0$. Similarly, the objective is to determine the slope $m(0, \infty)$ of line $Q=L-m P$, along with the conditions for $L \in(0, \infty)$. This involves establishing the dynamics of this line, which acts as a transversal to the model, ensuring its trajectory remains within the confines of the rectangle.

In simple words, our objective is to establish criteria that enable the line's movement to remain inside the specified rectangle:

$$
\left\langle\left(\frac{d P}{d t}, \frac{d Q}{d t}\right),(m, 1)\right\rangle<0
$$

which results in,

$$
\begin{aligned}
g(P) & =\left\langle\left(\frac{d P}{d t}, \frac{d Q}{d t}\right),(m, 1)\right\rangle \\
& =-(c+d-c m) L+b_{2} P-\left(b_{1}-c-d+c m\right) m P+m F(P)
\end{aligned}
$$

so that,

$$
g(0)=-[c+d-m c] L
$$

Here,

$$
-[c+d-m c] L<0
$$

which is true if and only if,

$$
\begin{aligned}
& m<\frac{(c+d) L}{c L} \\
\Rightarrow \quad & m<1+\frac{d}{c}
\end{aligned}
$$

Here, we see that when $d=0$, we get the minimum for the function $1+\frac{d}{c}$ which is 1 . Based on this evidence, we can deduce that $m \in(0,1)$, we choose the most suitable option for $m$ as 0.5 .

Lemma 2. Consider

$$
L_{0}=\frac{2 P_{*}}{c+2 d}\left(-\frac{b_{1}}{2}+b_{2}+\frac{c}{4}+\frac{d}{2}+\frac{r}{2}-\frac{r}{2}\left(\frac{P_{*}}{K}\right)^{a}\right)>0
$$

where $P_{*}=K\left(\frac{-b_{1}+b_{2}+\frac{c}{2}+d+r}{r(1+a)}\right)^{\frac{1}{a}}$. Therefore, for all values of $L>L_{0}$, and $P \in(0,2 L)$ given that $Q=\left(L-\frac{P}{2}\right)$;

$$
\left\langle\left(\frac{d P}{d t}, \frac{d Q}{d t}\right),\left(m, \frac{1}{2}\right)\right\rangle \text { is always negative. }
$$

Proof. We are given that $Q=\left(L-\frac{P}{2}\right)$; such that

$$
\begin{aligned}
\left\langle\left(\frac{d P}{d t}, \frac{d Q}{d t}\right),\left(m, \frac{1}{2}\right)\right\rangle & =\left\langle\left[F-b_{1} P+c Q, b_{2} P-(c+d) Q\right],\left(\frac{1}{2}, 1\right)\right\rangle \\
& =-\left(\frac{c}{2}+d\right) L-\left[\frac{b_{1}}{2}-b_{2}-\frac{c}{4}-\frac{d}{2}-\frac{r}{2}+\frac{r}{2}\left(\frac{P}{R}\right)^{a}\right] P
\end{aligned}
$$

Let us denote $B(P)$ as the above expression. Our objective is to determine if $B$ has a maximum value.

$$
B^{\prime}(P)=-\left[\frac{b_{1}}{2}-b_{2}-\frac{c}{4}-\frac{d}{2}-\frac{r}{2}+\frac{r}{2}\left(\frac{P}{R}\right)^{a}(1+a)\right]
$$

For maxima or minima,

$$
B^{\prime}(P)=0
$$

which is true if and only if,

$$
P_{*}=K\left(\frac{-b_{1}+b_{2}+\frac{c}{2}+d+r}{r(1+a)}\right)^{\frac{1}{a}}
$$

This represents the highest maximum limit. Again,

$$
B^{n \prime}(P)=-\left[\frac{\left(\frac{a r}{2}\left(\frac{P}{K}\right)^{a}\right)+\left(\frac{a^{2} r}{2}\left(\frac{P}{K}\right)^{a}\right)}{P}\right]
$$

which shows that $B^{\prime \prime}(P)$ is negative i.e. $B^{\prime \prime}\left(P_{*}\right)$ is negative. Therefore, $B(P)$ has a maxima at $P_{*}$. Now, we have

$$
B\left(P_{*}\right)=-\left(\frac{c}{2}+d\right) L-\left[\frac{b_{1}}{2}-b_{2}-\frac{c}{4}-\frac{d}{2}-\frac{r}{2}+\frac{r}{2}\left(\frac{P}{R}\right)^{a}\right] P_{*}
$$

and when $B\left(P_{*}\right)$ is negative,

$$
\text { i.e. } \quad B\left(P_{*}\right)<0 \Leftrightarrow L=\frac{2 P_{*}}{c+2 d}\left(-\frac{b_{1}}{2}+b_{2}+\frac{c}{4}+\frac{d}{2}+\frac{r}{2}-\frac{r}{2}\left(\frac{P_{*}}{K}\right)^{a}\right)
$$

which is clearly positive.
Lemma 3. There is a stable equilibrium at the point (0, 0). And when $c\left(r-c_{\text {tox }}\right)+r d>\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d$, another steady state is located at

$$
(\bar{P}, \bar{Q})=\left[K\left(1-\frac{(c+d) c_{\text {tox }}+\left(b+c_{\text {stat }}\right) d}{r(c+d)}\right)^{\frac{1}{a}}, \frac{\left(b+c_{\text {stat }}\right) K}{c+d}\left(1-\frac{(c+d) c_{\text {tox }}+\left(b+c_{\text {stat }}\right) d}{r(c+d)}\right)^{\frac{1}{a}}\right]
$$

which lies in the first quadrant.
Proof. Here, we get a stable equilibrium only if,

$$
\frac{d P}{d t}=0
$$

which is possible if and only if,

$$
\begin{aligned}
& P\left[\frac{c b_{2}}{c+d}+r\left(1-\frac{P}{R}\right)^{a}-b_{1}\right]=0 \\
\Rightarrow & P=0 \text { or } \bar{P}=\left[K\left(1+\frac{c\left(b_{2}-b_{1}\right)-b_{1} d}{r(c+d)}\right)^{\frac{1}{a}}\right]
\end{aligned}
$$

$$
\text { and, } \quad \frac{d Q}{d t}=0
$$

which is true if and only if,

$$
Q=\frac{b_{2} P}{c+d}
$$

Hence, $(0,0)$ is a point of stable equilibrium. Again, when $1-\frac{b_{1} d-c\left(b_{2}-b_{1}\right)}{r(c+d)}$ is positive, we get the other equilibrium point $\left(\bar{P}, \frac{b_{2} \bar{P}}{c+d}\right)$ which is possible if and only if,

$$
b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d
$$

Lemma 4. If the equilibrium point $(0,0)$ is an attracting node, then we have

$$
c\left(r-c_{t o x}\right)+r d<\left(b+c_{s t a t}+c_{t o x}\right) d
$$

Proof. The linear equation at the point $(0,0)$ can be expressed as,

$$
\left[\begin{array}{l}
\frac{d P}{d t} \\
\frac{d Q}{d t}
\end{array}\right]=\left[\begin{array}{cc}
r-b_{1} & c \\
b_{2} & -(c+d)
\end{array}\right]\left[\begin{array}{l}
P \\
Q
\end{array}\right]
$$

Therefore, the characteristic polynomial is given by $x^{2}+\left(b_{1}+c+d-r\right) x-\left(r-b_{1}\right)(c+d)-b_{2} c$. Thus, the eigenvalues will be:

$$
\begin{aligned}
& \alpha=\frac{1}{2}\left(\left(r-b_{1}-c-d\right)-\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left(r-b_{1}\right)(c+d)+b_{2} c\right]}\right) \\
& \beta=\frac{1}{2}\left(\left(r-b_{1}-c-d\right)+\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left(r-b_{1}\right)(c+d)+b_{2} c\right]}\right)
\end{aligned}
$$

Here, we observed that when the discriminant is positive, then the eigenvalues will be real. Now, we can examine the sign of $\alpha$ and $\beta$,

$$
\begin{aligned}
\left(r-b_{1}\right)(c+d)+b_{2} c & =c r+d r+b_{2} c-b_{1} c-b_{1} d \\
& =\left[r+\left(b_{2}-b_{1}\right)\right] c+\left(r-b_{1}\right) d
\end{aligned}
$$

Here, $\left[r+\left(b_{2}-b_{1}\right)\right] c+\left(r-b_{1}\right) d$ is negative, only if

$$
b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d
$$

Similarly, $\left[r+\left(b_{2}-b_{1}\right)\right] c+\left(r-b_{1}\right) d$ is negative, only if

$$
\begin{aligned}
& 4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]<0 \\
\Rightarrow & \sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}<\left|b_{1}+c+d-r\right|
\end{aligned}
$$

Again, if $\left[r+\left(b_{2}-b_{1}\right)\right] c+\left(r-b_{1}\right) d$ is negative, we have

$$
\begin{aligned}
& r<\frac{b_{1} d-\left(b_{2}-b_{1}\right) c}{(c+d)} \\
& \therefore \quad r-b_{1}-c-d= b_{1}+c+d-\frac{b_{1} d-\left(b_{2}-b_{1}\right) c}{(c+d)} \\
&=\frac{b_{1}(c+d)+(c+d)(c+d)-b_{1} d+\left(b_{2}-b_{1}\right) c}{(c+d)} \\
&=\frac{(c+d)^{2}+b_{2} c}{(c+d)}>0
\end{aligned}
$$

As a result, it can be deduced that

$$
r-b_{1}-c-d>\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}>0
$$

i.e. $\beta$ is negative. Thus, if $b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d$ and both $\alpha$ and $\beta$ will be negative, so the zero equilibrium point becomes an attractive node. This dynamic is shown in Figure 2.1.


Figure 2.1 Illustration showing $(0,0)$ is an attracting node
Lemma 5. If $c\left(r-c_{\text {tox }}\right)+r d>\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d$, the zero steady state is a critical point and its equilibrium manifold is not located in the first quadrant. Additionally, the another equilibrium point $(\bar{P}, \bar{Q})$ acts as an attracting node.
Proof. In accordance with the expression in the preceding lemma, we have

$$
\begin{aligned}
& \alpha=\frac{1}{2}\left(\left(r-b_{1}-c-d\right)-\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}\right) \\
& \beta=\frac{1}{2}\left(\left(r-b_{1}-c-d\right)+\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}\right)
\end{aligned}
$$

We can follow a similar approach as outlined in the preceding lemma. Here, $\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d$ is negative if and only if

$$
b_{1} d>\left\{r+\left(b_{2}-b_{1}\right)\right\} c+r d
$$

Similarly, $\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d$ is negative, only if

$$
\begin{aligned}
& 4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]<0 \\
\Rightarrow & \sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}<\left|r-b_{1}-c-d\right|
\end{aligned}
$$

Then, we will consider two different scenarios:
(i) When $r-b_{1}-c-d$ is positive: This condition is true if and only if,

$$
\begin{aligned}
& \sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}>\left(r-b_{1}-c-d\right) \\
& \Rightarrow \quad \beta>0
\end{aligned}
$$

Here, $\alpha<0$.
(ii) When $r-b_{1}-c-d$ is negative: This condition is true if and only if,

$$
\begin{aligned}
& \sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right]}<\left(r-b_{1}-c-d\right) \\
\Rightarrow \quad & \alpha<0
\end{aligned}
$$

Here, $\beta>0$.
In general, if $b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d$ : when $\alpha<0$ and $\beta>0$; the zero equilibrium point functions as a critical point. Hence, the eigenvector of $\alpha$, serving as the stable manifold (since $\lambda$ is less than 0 ), can be characterized as:

$$
\left[\frac{\left.r-b_{1}-c-d-\sqrt{\left(r-b_{1}-c-d\right)^{2}+4\left[\left\{r+\left(b_{2}-b_{1}\right)\right\} c+\left(r-b_{1}\right) d\right.}\right]}{2 b_{2}}\right], 1=(u, v)
$$

The negativity of $u$ indicates that the eigenvector is not located in the first quadrant.

$$
\begin{aligned}
u & =\frac{r-b_{1}-c-d-\sqrt{b_{1}{ }^{2}-2 b_{1} c+4 b_{2} c-2 b_{1} d-2 b_{1} r+c^{2}+d^{2}+r^{2}+2 c d+2 c r+2 d r}}{2 b_{2}} \\
& =\frac{\left(-b_{1}+c+d+r\right)-\sqrt{4 b_{2} c+b_{1}{ }^{2}-2(c+d+r) b_{1}+(c+d+r)^{2}}}{2 b_{2}} \\
& =\frac{\left(-b_{1}+c+d+r\right)-\sqrt{4 b_{2} c+\left(-b_{1}+c+d+r\right)^{2}}}{2 b_{2}}
\end{aligned}
$$

Here, we can see that $\left(r-b_{1}-c-d\right)<\sqrt{4 b_{2} c+\left(-b_{1}+c+d+r\right)}$, which means that the above expression is negative. Now, it will become evident that the non-zero equilibrium point functions as an attracting node if $b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d$. The equation can be linearized with respect to $(\bar{P}, \bar{Q})$ as follows:

$$
\left.\begin{array}{rl} 
& {\left[\begin{array}{l}
\frac{d P}{d t} \\
\frac{d Q}{d t}
\end{array}\right]=\left[\left(\frac{1+a}{c+d}\right)\left\{b_{1}(d+c)-b_{2} c\right\}-a r-b_{1}\right.} \\
b_{2} & c
\end{array}\right]\left[\begin{array}{cc}
P & -\bar{P} \\
Q & -\bar{Q}
\end{array}\right]
$$

Now, let us denote that:

$$
\begin{aligned}
& \operatorname{tr} M=\left(\frac{1+a}{c+d}\right)\left\{b_{1}(d+c)-b_{2} c\right\}-\left(a r+b_{1}+c+d\right) \\
& \text { and, } \quad \begin{aligned}
\operatorname{det} M & =-\left[\left(\frac{1+a}{c+d}\right)\left\{b_{1}(d+c)-b_{2} c\right\}-a r-b_{1}\right](c+d)-c b_{2} \\
& =a\left[r(c+d)+b_{2} c-b_{1}(c+d)\right]
\end{aligned} \$ . \$ \text {. }
\end{aligned}
$$

The characteristic polynomial associated with $M$ is:

$$
x^{2}-(\operatorname{tr} M) x+\operatorname{det} M
$$

Therefore, the eigenvalues can be written as,

$$
\begin{aligned}
\lambda & =\frac{\operatorname{tr} M+\sqrt{(\operatorname{tr} M)^{2}-4 \operatorname{det} M}}{2} \\
\text { and, } \quad \mu & =\frac{\operatorname{tr} M-\sqrt{(\operatorname{tr} M)^{2}-4 \operatorname{det} M}}{2}
\end{aligned}
$$

Here, the eigenvalues are real because since the discriminant will always be positive. In addition, $\operatorname{det} M$ wil take on positive value if and only if,

$$
\begin{aligned}
& \operatorname{det} M>a\left[r(c+d)+b_{2} c-b_{1}(c+d)\right]>0 \\
\Rightarrow \quad & b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d
\end{aligned}
$$

Again, when $\operatorname{det} M$ is positive, we should have

$$
\sqrt{(\operatorname{tr} M)^{2}-4 \operatorname{det} M}<|\operatorname{tr} M|
$$

Moreover, it is essential that when $b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d$, the value of $\operatorname{tr} M$ should be negative. In addition, det $M$ will be positive and we have

$$
\operatorname{tr} M=\left(\frac{1+a}{c+d}\right)\left\{b_{1}(d+c)-b_{2} c\right\}-\left(a r+b_{1}+c+d\right)<-\left(\frac{c b}{c+d}+c+d\right)
$$

which is clearly negative. Thus, $\sqrt{(\operatorname{tr} M)^{2}-4 \operatorname{det} M}<|\operatorname{tr} M|<\lambda$ which is negative. Similarly, since $\operatorname{tr} M$ is negative, $-\sqrt{(\operatorname{tr} M)^{2}-4 \operatorname{det} M}$ should also be negative i.e. $\mu$ is also negative.

Additionally, if $b_{1} d>\left[r+\left(b_{2}-b_{1}\right)\right] c+r d, \lambda$ and $\mu$ should be negative, which implies that the non-zero stable point is an attracting node. The dynamics of the system is illustrated in Figure. 2.2.


Figure $2.2 c\left(r-c_{\text {tox }}\right)+r d>\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d$.
Observation 1. The transformation of non-zero equilibrium states into zero equilibrium states occurs when $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d=\left(r-c c_{t o x}\right) c+r d$. Additionally, when $\lambda=0$ and $\mu<0$, the equilibrium state loses its hyperbolic property. This emphasizes the significance of parameter values in influencing the behavior and stability of the system. The dynamic behavior of the system under different parameter conditions is illustrated in Figures 2.3.

Figures 2.1, 2.2, and 2.3 illustrate the transition between different parameter states and showcase the behavior in each situation; equilibrium points are denoted by red dots, trajectories are shown with blue lines, green arrows indicate tangents to the trajectories, while red and orange signify nullclines. It is clear that the system's behavior is highly sensitive to the parametric values and from these figures, it is evident that periodic orbits cannot exist based on the nullclines.


Figure $2.3\left(b+c_{s t a t}+c_{t o x}\right) d=(c+d) r-c c_{t o x}$

Lemma 6. The system does not exhibit any periodic trajectories.
Proof. Here, let us examine two scenarios:
(1) $b_{1} d \geq\left\{r+\left(b_{2}-b_{1}\right)\right\} c+r d$

We only have a solitary equilibrium point in the first quadrant, and this zero equilibrium point operates as an attracting node. As mentioned previously, the impossibility of a periodic orbit around this point leads to the conclusion that there are no periodic trajectories in the first quadrant. Upon further analysis, it becomes evident that the absence of periodic orbits in the first quadrant aligns with our initial assessment. This finding contributes to a better understanding of the system's behavior in this specific region. Moving forward, we can direct our focus to other aspects of the system to gain a more comprehensive perspective.
(2) $b_{1} d<\left\{r+\left(b_{2}-b_{1}\right)\right\} c+r d$

Lemma 4.5 implies the existence of two stable states. According to the Poincarè-Bendixon criterion, it is clear that
a periodic trajectory can only exist in the region where the sign of divergence changes. Therefore, our primary focus is to pinpoint the curve at which the divergence equals zero. This will allow us to determine the critical point and analyze

$$
\nabla=\frac{d \dot{P}}{d P}+\frac{d \dot{Q}}{d Q}=F^{\prime}(P)-b_{1}-c-d=r-b_{1}-c-d-(1+a) r\left(\frac{P}{K}\right)^{a}
$$

We can differentiate between two cases:
(a) When $r-b_{1}-c-d \leq 0$, we have $\nabla<0$ which lies in the first quadrant.
(b) When $r-b_{1}-c-d>0$, we have

$$
\nabla=0 \text { if } P_{1}=K \sqrt[a]{\frac{r-b_{1}-c-d}{(1+a) r}}
$$

We can analyze the overall dynamics of the points $\left(P_{1}, Q\right)$ where $Q$ and $a$ are positive.

$$
\begin{gathered}
\frac{d P}{d t}=F\left(P_{1}\right)-b_{1} P_{1}+c Q \\
\Rightarrow \quad \frac{d P}{d t}=P_{1}\left[r\left\{1-\left(\frac{P_{1}}{K}\right)^{a}\right\}-b_{1}\right]+c Q \\
\Rightarrow \quad \frac{d P}{d t}=P_{1}\left[r\left(1-\frac{r-\left(b_{1}+c+d\right)}{(1+a) r}\right)-b_{1}\right]+c Q \\
\Rightarrow \quad \frac{d P}{d t}=P_{1}\left[\left(\frac{(1+a) r-r+\left(b_{1}+c+d\right)}{(1+a)}\right)-b_{1}\right]+c Q \\
\Rightarrow \quad \frac{d P}{d t}=P_{1}\left[\frac{(1+a) r-r+\left(b_{1}+c+d\right)-b_{1}(1+a)}{(1+a)}\right]+c Q \\
\Rightarrow \quad \frac{d P}{d t}=P_{1}\left[\frac{\left.a\left(r-b_{1}\right) r+c+d\right]+c Q>P_{1}(c+d)+c Q>0}{(1+a)}=\frac{d P}{d t}=P_{1}\left(\frac{a\left(r-b_{1}\right)+c+d}{(1+a)}\right)+c Q>P_{1}(c+d)+c Q\right.
\end{gathered}
$$

which is clearly positive as $r-\left(b_{1}+c+d\right)>0$. Thus, $\frac{d P}{d t}$ is also positive. Hence, we can say that the trajectories is nonperiodic orbit as it does not cross the line $\left(P_{1}, Q\right)$ when $Q$ is positive.

Theorem.2. In the first quadrant, if $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d \geq\left(r-c_{\text {tox }}\right) c+r d:$ the point $(0,0)$ serves as a global attractor with no periodic trajectory. If $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d<\left(r-c_{\text {tox }}\right) c+r d$, the point $(\bar{P}, \bar{Q})$ also acts as a global attractor without any periodic trajectories in the first quadrant.
Proof. In the case where $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d \geq\left(r-c_{\text {tox }}\right) c+r d$, according to Lemma $5,(P, Q)$ is the only fixed point in the first quadrant. We have also established, through Lemma 6, the absence of periodic trajectories. Combining these
the behavior of the trajectories emanating from it. To establish the lemma, it is imperative to demonstrate that the dynamics of $P$ are positive.

Lemmas, all the orbits are bounded within positively invariant triangles, implying the existence of an $\omega$-limit set. Consequently, by the Poincaré-Bendixon criterion, there exists an $\omega$-limit, and all the solutions converge towards this $\omega$-limit, denoted as $(0,0)$.
For $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d<\left(r-c_{\text {tox }}\right) c+r d$, there are two steady states: $(0,0)$ and $(\bar{P}, \bar{Q})$ using Lemma 4. Applying Lemma 5 , we find that the point $(0,0)$ is linearly unstable, where the stable manifold is not located in the first quadrant. Additionally, Lemma 6 rules out the presence of a periodic orbits. Since $\phi\left(P^{0}, Q^{0}\right)$ exists for all positive values of $t$ and is bounded, the dynamical system possesses an $\omega$-limit set. In these conditions, the Poincaré-Bendixon criterion can be applied. As a consequence of this theorem, there is an $\omega$-limit, represented as $(P, Q)$, to which all solutions converge towards the attracting node. As a result, $\omega$ serves as a universal attractor in the first quadrant.

## Observation 1. Biological inferences

(1) $\left(b+c_{\text {stat }}+c_{t o x}\right) d \geq\left(r-c_{t o x}\right) c+r d$

When this scenario occurs, the point $(0,0)$ serves as a universal attractor. In simpler terms, both $P$ and $Q$ approach zero, resulting in:

$$
N=P+Q=0
$$

This signifies the disappearance of the tumor. Research has shown that the phenomenon of global attractor is a promising development in the field of tumor dynamics.

This behavior indicates a potential strategy for targeting the conditions that lead to the vanishing of the tumor. Understanding the underlying mechanisms behind this attraction to the origin point is crucial for developing effective therapies and interventions. Further investigation into the specific factors and processes involved in this phenomenon could provide valuable insights for the development of novel treatment approaches. If this situation happens, $(0,0)$ is a global attractor.
(2) $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d<\left(r-c_{t o x}\right) c+r d$

Under this scenario, the model transitions to the non-zero equilibrium state.

$$
(\bar{P}, \bar{Q})=\left(K \sqrt[a]{\frac{r c+\left(r-b-c_{\text {stat }}\right) d+(c+d) c_{\text {tox }}}{r(c+d)}},\left(\frac{b+c_{\text {stat }}}{c+d}\right) \bar{P}\right)
$$

But, the transition is independent of the initial conditions. We know that $\left(b+c_{\text {stat }}+c_{\text {tox }}\right) d<\left(r-c_{\text {tox }}\right) c+r d$, which gives

$$
\begin{array}{ll} 
& \sqrt[a]{\frac{r c+\left(r-b-c_{\text {stat }}\right) d+(c+d) c_{\text {tox }}}{r(c+d)}}\left(\frac{b+c_{\text {stat }}}{c+d}\right) \in(0,1) \\
\Rightarrow & \bar{P} \in(0, K) \\
\text { and, } & \bar{Q} \in\left(0,\left(\frac{b+c_{\text {stat }}}{c+d}\right) K\right)
\end{array}
$$

Therefore,

$$
\Rightarrow \quad \bar{N}=K\left(1-\frac{\left(b+c_{s t a t}\right) d}{r(c+d)}-\frac{c_{\text {tox }}}{r}\right)^{1 / a} \times\left(1+\left(\frac{b+c_{\text {stat }}}{c+d}\right)\right)
$$

Hence,

$$
\bar{N} \in\left(0, K\left(1+\left(\frac{b+c_{\text {stat }}}{c+d}\right) K\right)\right)
$$

It is evident that cytotoxic drugs consistently exhibit efficacy. This is attributed to the decrease in $\bar{N}$ as $c_{\text {tox }}$ increases. Furthermore, an increase in either $c_{\text {stat }}$ or $b+c_{\text {stat }}$ leads to an increase in $\bar{N}$; however, it is noteworthy that the cells that experience this increase are the quiescent ones. The parameter $c$, which governs changes in quiescent cells and the death rate (d) of quiescent cells, contributes to a decrease in $\bar{N}$. It is apparent that $\bar{N}$ also shows increments as $K$, representing the maximal tumor size grows larger. Furthermore, it becomes clear that $\bar{N}$ increases significantly when $\frac{d}{r} \ll 1$.

## 4. Conclusions

The field of cancer research has witnessed an expanding array of mathematical models being used in recent decades. The use of mathematical modeling has demonstrated
its effectiveness as a valuable tool for comprehending the intricate nature of cancer and its advancement. Such models have offered valuable insights into factors such as growth of tumor, the dynamics of cancer cell populations, and the impact of different treatment methods. By using mathematical equations and simulations, researchers have been able to predict how tumors may respond to different therapies and identify optimal treatment strategies for individual patients. In this paper, we have showcased the application of simple models, and when compared with emperical data, illustrated their utility in simulating intricate biological processes. These models proficiently encapsulate the dynamics of tumor growth and the subsequent response to treatment. However, as the realm of cancer research progresses, more advanced mathematical models are being crafted to address the intricacies inherent in cancer biology. These advanced models consider genetic diversity, the tumor microenvironment, and interactions with the immune system,
offering a more comprehensive understanding of cancer progression and treatment outcomes.

## 5. References

[1] Wang C.H., Rockhill J.K., Mrugala M., Peacock D.L., Lai A., Jusenius K., Prognostic significance of growth kinetics in newly diagnosed glioblastomas revealed by combining serial imaging with a novel biomathematical model, Cancer Res., 2009; 69(23):9133-40.
[2] Macklin P., Edgerton M.E., Thompson A.M., Cristini V., Patient-calibrated agent- based modelling of ductal carcinoma in situ (DCIS): from microscopic measurements to macroscopic predictions of clinical progression, J. Theor. Biol., 2012; 301:122-40.
[3] Gao X., McDonald J.T., Hlatky L., Enderling H., Acute and fractionated irradiation differentially modulate glioma stem cell division kinetics, Cancer Res., 2013; 73(5):1481-90.
[4] Cappuccio A., Cancer immunotherapy by interleukin21: potential treatment strategies evaluated in a mathematical model, Cancer Res., 2006; 66(14):7293300.
[5] Enderling H., Chaplain M.A.J., Anderson A.R.A., Vaidya J.S., A mathematical model of breast cancer development, local treatment and recurrence, J. Theor. Biol., 2007; 246(2):245-59.
[6] Rockne R., Rockhill J.K., Mrugala M., Spence A.M., Kalet I., Hendrickson K., Predicting the efficacy of radiotherapy in individual glioblastoma patients in vivo: a mathematical modeling approach, Phys. Med. Biol., 2010; 55(12):3271-85.
[7] Powathil G.G., Gordon K.E., Hill L.A., Chaplain M.A.J., Modelling the effects of cell- cycle heterogeneity on the response of a solid tumor to chemotherapy Biological insights from a hybrid multiscale cellular automaton model, J. Theor. Biol., 2012; 308(C):1-19.
[8] Marcu L., Bezak E., Radiobiological modeling of interplay between accelerated repopulation and altered
fractionation schedules in head and neck cancer, J. Med. Phys., 2009; 34(4):206.
[9] Perthame, B., August. Some mathematical aspects of tumor growth and therapy, In: ICM 2014-International Congress of Mathematicians, 2014.
[10] Skehan P., On the normality of growth dynamics of neoplasms in vivo: a data base analysis, Growth, 1986; 50(4):496-515.
[11] Prehn R.T., The inhibition of tumor growth by tumor mass, Cancer Res., 1991; 51(1):2-4.
[12] Hart D., Shochat E., Agur Z., The growth law of primary breast cancer as inferred from mammography screening trials data, Br. J. Cancer, 1998; 78(3):382-7.
[13] Norton L., Cancer stem cells, self-seeding, and decremented exponential growth: theoretical and clinical implications, Breast Dis., 2008; 29(1):27-36.
[14] Bellomo N., Preziosi L., Modelling and mathematical problems related to tumor evolution and its interaction with the immune system, Math. Model. Comput., 2000; 32(3):413-452.
[15] Sachs R.K., Hlatky L., Hahnfeldt P., Simple ODE models of tumor growth and anti-angiogenic or radiation treatment, Math. Comput. Model., 2001; 33(12-13), 1297-1305.
[16] Gompertz B., On the nature of the function expressive of the law of human mortality, and on a new mode of determining the value of life contingencies, Philosophical transactions of the Royal Society of London, 1825; 115:513-83.
[17] Winsor C.P., The Gompertz curve as a growth curve, Proc. Natl. Acad. Sci. U.S.A., 1932; 18(1):1-8.
[18] Spratt J.S., Meyer J.S., Spratt J.A., Rates of growth of human neoplasms: Part II, J. Surg. Oncol., 1996; 61(1):68-83.
[19] McAneney H., O'Rourke S.F.C., Investigation of various growth mechanisms of solid tumor growth within the linear-quadratic model for radiotherapy, Phys. Med. Biol., 2007; 52(4):1039-54.

