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Abstract—Deep learning approaches have made significant advancements in recent years, generating considerable interest in using them 

for medical image analysis. In dentistry, the precision of tooth detection and classification serves as the cornerstone of dental practice as it can 

identify the presence of dental abnormalizes at an early stage. This paper presents an exploration of the potential of deep learning methods for 

tooth detection and classification across a variety of dental imaging datasets including radiographs, cone-beam computed tomography (CBCT) 
scans, and photograph images. Convolutional Neural Networks (CNNs) have emerged as one of the most widely used and effective deep 

learning methods in the field of dental disease diagnosis and medical image analysis. The study aims to conceptualize how these models can 

effectively learn intricate tooth features, despite having variations in tooth morphology, image quality, and imaging techniques. It highlights 

the increasing role of deep learning in diagnosing dental diseases and emphasizes the importance of accurate tooth classification for effective 
treatment planning. The study reviews existing research in deep learning-based tooth classification, discusses challenges including dataset 

scarcity and model interpretability, and suggests future directions. 
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I.  INTRODUCTION (HEADING 1) 

According to statistics from the World Health Organization 
(WHO) [1], oral and dental disorders are the most prevalent 
noncommunicable health issues that impact people's well-being, 
resulting in discomfort, pain, and in some cases, even death.  As 
a result, early detection plays a pivotal role in the effective 
treatment of oral diseases [2]. Tooth detection and classification 
tasks are a fundamental step and essential for dental abnormality 
diagnosis [3], tracking a patient's dental history [4], and reducing 
the potential for human error [5]. Dental images play an 
important part in clinical dental diagnosis because they properly 
represent tooth shape and distribution. They are quite useful in 
assisting dentists in developing precise and effective dental 
treatment programs. 

In dental clinical practice, two primary types of images are 
commonly employed for diagnostic purposes: (i) extraoral 
CBCT images that offer a three-dimensional examination of the 
underlying teeth [6], and (ii) two-dimensional images, which 
include intraoral periapical, bitewing, panoramic, and 
photography images. These dental images illustrate several teeth 
simultaneously, such as peri-apical radiographs featuring 2-3 
teeth, bitewings displaying 4-10 teeth, panoramic images 
revealing as many as 32 teeth, and intraoral photography 
showing varying numbers of teeth based on the level of 
magnification [7]. As a result, the classification of teeth plays a 
pivotal role in numerous research projects within oral medicine 
and forms the foundation for dental diagnosis and treatment 
driven by advanced deep learning methods. 

Deep learning (DL) techniques have demonstrated 
remarkable effectiveness in various medical diagnostic tasks [8] 
[9]. DL models have been used in dentistry throughout the past 
few years to improve the diagnosis of dental diseases including 
dental cavities [10], gingivitis [11], and periodontitis bone loss 
[12]. Although these models perform well at identifying various 
dental diseases, they are unable to detect and identify teeth to 
provide specific diagnostic information on individual teeth, 
which restricts their practical utility [13]. Given the common 
practice of utilizing multiple types of dental imaging in dental 
procedures, developing a DL model capable of accurately 
identifying tooth numbers across diverse dental images becomes 
crucial. For instance, various DL models were proposed for 
automatic teeth segmentation [14] [15], and tooth detection and 
classification [16] [17]. However, these models were primarily 
designed for panoramic, periapical, and bitewing radiographs, 
which possess distinct characteristics compared to other types of 
dental images like CBCT and intra-oral photography images. 
Consequently, certain studies have been undertaken to address 
the specific challenges of detecting and classifying teeth in 
CBCT [18] [19] and intra-oral photo-graph images [20]. It's 
worth mentioning that each DL model has been designed and 
proven its reliability, usability, and applicability based on the 
image features which are different between dental images. 

Among the numerous categories of DL models, 
Convolutional Neural Networks (CNNs) are widely applied in 
various dental applications [2]. Dentistry leverages CNNs for 
tasks like tooth detection, classification, disease diagnosis from 
dental images, and treatment planning. These models are valued 
for their ability to analyze dental images effectively and provide 
valuable insights for diagnosis and treatment decisions. Fig.1 
illustrates the general steps taken in tooth detection: obtaining 

the image, pre-processing, feature extraction, and training and 
validation DL model for object or image classification. 

 

 

Figure 1.  The process of tooth detection and classification. 

Various CNN models such as AlexNet, You Only Look 
Once (YOLO), Faster Re-gion-based Convolutional Neural 
Network (Faster R-CNN), and Single Shot MultiBox Detector 
(SSD) have been utilized for tooth detection and classification. 
These models are trained using a diverse set of dental imaging 
datasets to acquire knowledge of distinguishing features and 
patterns for different types of teeth. However, the complexity of 
annotating dental images, the presence of occlusions and 
overlapping teeth, and the demanding computational resources 
required for training deep CNN models pose significant 
challenges [21]. Therefore, the deep learning-based teeth 
detection and classification models are covered in-depth in this 
study. This study focuses on the presenting of a thorough 
analysis of traditional DL methods for tooth detection and 
classification. The following research questions were 
established for the current study: 

• What are the main characteristics of dental images that 
contribute to the complexities in the task of tooth 
detection? 

• What are the main deep-learning methods for tooth 
detection and classification? 

The study is divided into the following sections. Section 2 
emphasizes the importance of accurate tooth detection and 
classification. An overview of the characteristics of dental image 
modalities is described in Section 3. Section 4 reviews literature 
related to deep learning models-based tooth detection and 
classification and establishes the need for the presented study. 
Additionally, the limitation of each study was mentioned. 
Section 5 discussed the challenges of deep learning models in 
tooth classification. Section 6 introduced various directions for 
future work in this field. Finally, section 7 concludes this 
research. 
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II. THE IMPORTANCE OF TOOTH DETECTION AND 

CLASSIFICATION 

The detection and classification of teeth is a critical first step 
in improving diagnostic accuracy, treatment planning efficiency, 
and overall patient care. This section demonstrates the 
advantages of teeth classification in a variety of domains. 

• Accurate Diagnosis: tooth classification aids in 
distinguishing various tooth types and their specific 
position within the mouth cavity. This data helps 
dentists discover potential dental concerns including 
tooth decay or gum disease as well as detect the 
existence of extra or missing teeth. 

• Orthodontics: the perfect alignment and location of each 
tooth are critical when planning orthodontic treatment. 
This lets orthodontists see the existing tooth 
arrangement, evaluate any misalignments or 
malocclusions, and calculate the best target alignment. 
This information also directs the selection of 
orthodontic tools (such as braces or clear aligners) and 
tooth movement planning, ensuring that teeth are 
relocated in a way that improves both functionality and 
looks. 

• Dental Morphology Studies: researchers can investigate 
differences in tooth size, shape, and arrangement among 
various groups of people. This knowledge contributes to 
a better understanding of the genetic, environmental, 
and developmental factors that determine dental 
morphology, as well as insights into dental evolution 
and adaptation. 

• Interactive Learning Tools: to construct interactive 
learning tools, tooth categorization data can be linked to 
educational platforms and software. These applications 
enable dental students and professionals to virtually 
investigate and manipulate segmented dental models, 
thereby improving their grasp of dental anatomy and 
pathology. 

III. OVERVIEW OF THE CHARACTERISTICS OF DENTAL 

IMAGE MODALITIES 

Dental image datasets serve as specialized tools for capturing 
images of oral and dental structures, facilitating diagnosis, 
treatment planning, and monitoring. These datasets encompass a 
range of options, such as intraoral radiography, panoramic 
radiography, CBCT, and intraoral photography. 

A. X-Ray Dental Image 

X-ray images are widely used in dental treatments, such as 
panoramic radiographs (PR), periapical radiographs (PA), and 
bitewing radiographs (BW). PR gives a thorough view of the 
entire mouth since it includes all of the teeth in the upper and 
lower jaws in one image [22]. PA focuses on a specific area of 
the mouth, displaying a tooth from its crown to its root, along 
with the surrounding alveolar bone [23]. Conversely, BW is 
typically utilized for caries diagnosis and assessing bone levels, 
revealing only a partial view of the tooth and bone structures in 
the image [24]. 

These images offer immediate availability and involve 
relatively low levels of radiation exposure [25] [26]. They 
illustrate the detailed structures of teeth, including their crowns 
and roots, as well as information regarding tooth count, position, 
and any variations in crown and root morphology.  Fig.2 shows 

a sample of the original image taken from the panoramic dental 
x-ray dataset [27] and the visualization of teeth detection. 

 

 
(a) 

 

 
(b) 

Figure 2.  Teeth detection result using X-ray image: (a) X-Ray original image 

[27] ; (b) Teeth detection result. 

However, these images are known for having several 
drawbacks. They often suffer from issues like image overlaps, 
ghost images, and other artifacts, which have the potential to 
introduce errors during image processing [28]. Moreover, they 
suffer from noise and low contrast due to radiation limitations, 
often resulting in poorly defined or indistinguishable boundaries 
[29]. 

B. CBCT Dental Image 

CBCT is an advanced imaging technique used in dentistry to 
create three-dimensional representations of dental structures, 
including teeth, jaws, and surrounding tissues [18]. The 3D 
information enables orthodontists to assess and treat complex 
malocclusions with improved accuracy and efficiency [30]. 

However, the analysis and interpretation of CBCT images 
present significant challenges and often require a considerable 
amount of time. The automatic classification of teeth is 
complicated due to limited datasets, the intricate appearance of 
the human skull, the adjacent teeth's edges are not clearly 
defined, and the mandible bone and teeth's intensity levels are 
comparable [31]. Additionally, dental CBCT scans tend to 
exhibit more noise and metal artifacts compared to conventional 
CT scans [32]. 

C. Intra-Oral Photograph Dental Image 

Due to restricted access to dental care services and the 
significant financial burden of healthcare, regular dental visits 
are often unfeasible for many individuals. As a solution, intra-
oral dental images can be used as a low-cost data acquisition 
method to help facilitate deep learning-based clinical studies, 
disease diagnostic procedures, and planning further treatment 
[33]. This kind of image offers several advantages, such as the 
lack of specialized equipment needed for data collecting, and 
cheap computational costs for image processing. Fig. 3 shows a 
sample of images taken from the ODSI-DB dataset [34] and the 
visualization of teeth detection. 
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(a) 

 
(b) 

Figure 3.  Teeth detection result using Intra-Oral image: (a) Intra-Oral 

original image [27]; (b) Teeth detection result. 

IV. RELATED WORK 

Extensive research has been carried out to investigate the 
application of DL-based object detection models for tooth 
classification using dental images. This section introduces an 
overview of DL model-based tooth classification in various 
dental imaging datasets. 

A. X-Ray Dental Image 

Oktay [36] introduced a CNN-based approach to detect teeth 
in dental panoramic X-ray images. The collected dataset 
included 100 dental panoramic images. The modified version of 
the AlexNet architecture was employed for tooth detection, 
utilizing multi-class classification. The approach was modified 
by incorporating the sliding window technique into the AlexNet 
architecture. The method achieved an accuracy exceeding 90%. 
Unfortunately, some inaccuracies were observed in tooth 
detection, particularly in neighboring teeth and tooth gums. It 
can be concluded that accurately outlining the exact contours of 
individual teeth using the sliding window approach becomes 
challenging. Keerthana et al. [37] developed an automated 
system aimed at classifying teeth into four categories: Incisor, 
Canine, Premolars, and Molars. The dataset used for training and 
evaluation consisted of 50 X-ray images for each tooth type. 
They used an algorithm called the vertical projection profile to 
determine the type of tooth root. Shape analysis of the photos 
was then used to classify the teeth. The proposed system 
achieved an overall accuracy of 92.54% in tooth classification. 
However, there were notable instances of misclassification. 
These misclassifications were attributed to the model's limited 
ability to effectively extract features from images with high 
levels of noise. 

The Faster R-CNN model was used by Chen et al. [5] for 
tooth classification. Their approach involved several stages. 
First, they developed a filtering technique to remove overlapping 
bounding boxes generated by Faster R-CNN, ensuring that each 
box corresponded to a distinct tooth. Next, they implemented a 
neural network model to identify any missing teeth in the 
images. Finally, they introduced a rule-based module that 

utilized a tooth numbering system to align the labels of detected 
tooth boxes and correct any outcomes that don't follow some 
basic logic criteria. Their dataset comprises 1250 periapical 
images. The precision of tooth type numbering achieved in their 
experiments ranged from 71.5% to 91.7%. While Faster R-CNN 
effectively located tooth positions with a high Intersection over 
Union (IOU) value, it exhibited sensitivity to objects with 
missing features, such as broken teeth. Similarly, Tuzoff et al. 
[38] used CNNs for tooth detection and numbering in panoramic 
radiographs. They employed a dataset consisting of 1352 
periapical images. Their proposed system was structured in two 
stages: first, they utilized the Faster R-CNN model to detect the 
presence of teeth in the radiographs, and then they employed a 
VGG-16 network to assign specific numbers to the maxillary 
and mandibular teeth within each image. The proposed system 
obtained a sensitivity and precision of almost 0.99. However, the 
model exhibited sensitivity to sudden changes in tooth features, 
which occasionally affected its classification accuracy, 
particularly in cases where teeth were adjacent to missing teeth.  
Furthermore, Mahdi et al. [39] utilized the Faster R-CNN based 
on ResNets to implement a teeth detection model. The study 
involved a dataset of 1,000 panoramic radiographs. In their 
research, the authors introduced a candidate optimization 
algorithm that considers both the positional patterns of detected 
boxes and the confidence scores. By combining the optimization 
algorithm with DL models, the proposed method achieves mAPs 
over 0.97 for both ResNet-50 and ResNet-101 models. However, 
to ensure a positive influence on the overall recognition 
performance, it is crucial to carefully select the optimization 
parameters according to the dataset. 

Certain researchers have integrated the Inception v2 
architecture within the Faster R-CNN. The inclusion of 
Inception v2, known for its capacity to extract features across 
multiple scales, can enhance the ability of Faster R-CNN to 
capture and represent intricate patterns and features in images. 
For example, in a study proposed by Bilgir et al. [40] Inception 
v2 Faster R-CNN was used to detect teeth in panoramic 
radiographs. The dataset employed in this research included 
2482 images. The proposed model consisted of 22 deep layers, 
allowing it to extract features at various scales by using filters of 
different sizes within the same layer. The sensitivity, accuracy, 
and F-measure for the proposed model were 0.9559, 0.9652, and 
0.9606 respectively. However, further research is needed to 
assess the model's performance in accurately estimating each 
type of tooth using more extensive datasets. Additionally, 
Görürgöz et al. [41] aimed to evaluate the effectiveness of a 
Faster R-CNN for tooth detection and numbering using 
periapical images. For their study, they collected a dataset of 
1686 images. To prepare the data for analysis, they employed a 
pre-trained model (GoogLeNet Inception v3 CNN) and utilized 
transfer learning techniques during the dataset training process. 
A jaw classification model, region detection models, and a final 
algorithm that incorporates these models form the three main 
components of the proposed approach. The proposed model 
achieved a precision of 0.7812, an F1 score of 0.8720, and a 
sensitivity of 0.9867 in tooth detection and numbering. 
However, their results were not compared to state-of-the-art 
models, which could potentially introduce bias in the 
interpretation of the results. Another study proposed by Yasa et 
al. [42] to develop an automated model for tooth classification, 
utilizing the Faster R-CNN model. Their dataset consisted of 
1125 bitewing radiographs from dental patients. The pre-
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processing of the training data involved employing a pre-trained 
Google Net Inception v2 network through a technique called 
transfer learning. To enhance the model's accuracy, training was 
conducted using separate models for the right and left sides of 
the teeth, and two additional models were trained to specifically 
identify the right and left teeth. The evaluation of the system’s 
performance measured using metrics like the F1 score, precision, 
and sensitivity, yielded high values of 0.9515, 0.9293, and 
0.9748, respectively. However, the model had limitations in 
accurately recognizing the exact contours of the teeth. 

Few studies have used the YOLO model for this task, such 
as Kaya et al. [43] conducted a study to evaluate the performance 
of YOLOv4 in automatically detecting and numbering teeth in 
pediatric panoramic radiographs. Their dataset included 4545 
images. Importantly, they used the original structure of YOLOv4 
without making any modifications. According to the findings, 
the model effectively detects and classifies both primary and 
permanent teeth, demonstrating mean Average Precision (mAP), 
F1-score, and mean Average Recall (mAR) of 92.22%, 0.91%, 
and 94.44 respectively. 

Some researchers have conducted comparative studies 
between YOLO and Faster R-CNN models to evaluate their 
tooth detection and classification performance. For instance, 
Yilmaz DDS et al. [44] utilized both Faster R-CNN and 
YOLOv4 models using a dataset comprising 1200 panoramic 
radiograph images. The researchers employed the original 
configurations of the Faster R-CNN and YOLOv4 models to 
predict tooth types and then compared the performance of these 
models. The results indicate that YOLOv4 was faster in 
processing dental images. It yielded mAP of 99.90%, F1 score 
of 99.54%, and recall of 99.18%. In contrast, the Faster R-CNN 
method achieved slightly lower metrics with mAP of 93.67%, 
F1 score of 92.21%, and recall of 90.79%. The YOLOv4 method 
demonstrated superiority in working with small datasets, making 
it a more effective choice compared to other models. However, 
accurately detecting and localizing small or partially occluded 
teeth poses a challenge for YOLOv4. Additionally, Celik [45] 
evaluated the performance of two different detectors, Faster 
RCNN and YOLOv3 for identifying impacted third molar teeth 
in panoramic radiography. Their dataset consists of 440 
panoramic radiographs. They also investigated the effects of 
combining the Faster RCNN detector with three other backbone 
designs, namely Res-Net50, AlexNet, and VGG16. The results 
indicated that when paired with the Res-Net50 backbone, the 
Faster RCNN detector achieved a mAP of 0.91. Notably, the 
YOLOv3 detector outperformed all others regarding detection 
efficiency, achieving a mAP of 0.96, and a recall of 0.93. 
However, it's important to note two limitations of the study. 
First, the dataset used was relatively limited. Second, the study 
focused specifically on mandibular third molars due to their 
higher prevalence, which may not cover all scenarios in dental 
image analysis. 

TABLE I.  A SUMMARY OF DEEP-LEARNING-BASED TOOTH 

CLASSIFICATION STUDIES USING X-RAY DENTAL IMAGES 

Authors Model Results Limitations 

Oktay [36] AlexNet accuracy= 90% sliding window 

approach is 

sensitive to missing 

objects 

Keerthana 

et al. [37] 

Vertical 

projection 

accuracy= 92.5% model’s limited 

ability to extract 

profile 

algorithm 

features from noisy 

data 

Chen et al. 

[5] 

Faster R-

CNN 

precision ranged 

from 71.5% to 

91.7% 

model is sensitive to 

objects with missing 

features such as 

broken teeth 

Tuzoff et 

al. [38] 

Faster R-

CNN 

sensitivity= 0.9941,  

precision= 0.9945 

model does not 

handle partial 

occlusion well 

Mahdi et al. 

[39] 

Faster R-

CNN 

(ResNet-50): 

mAPs= 0.974 

(ResNet-101): 

mAPs= 0.981 

model’s high 

accuracy comes at a 

cost of prior 

knowledge of 

dataset features 

Bilgir et al. 

[40] 

Faster R-

CNN 

sensitivity= 0.9559 

precision= 0.9652 

small dataset 

targeting only four 

types of teeth 

Görürgöz et 

al. [41] 

Faster R-

CNN 

F1-score= 0.87 

precision= 0.78 

sensitivity= 0.98 

ground truth was 

not verified by 

medical experts 

Yasa et al. 

[42] 

Faster R-

CNN 

F1 score= 0.95 

precision= 0.92 

sensitivity= 0.97 

the model has a 

limited ability to 

detect edges 

Kaya et al. 

[43] 

YOLOv4 mAP= 92.22% 

mAR= 94.44% 

F1-score= 0.91 

the study focused on 

pediatric dental 

images 

Yilmaz 

DDS et al. 

[44] 

YOLOv4, 

Faster R-

CNN 

(YOLOv4): 

precision=99.90% 

(Faster R-CNN): 

precision=93.67% 

predetermined 

anchor box size 

limits the model’s 

ability to recognize 

occluded teeth 

 
Table 1 summarizes that CNN models, like Faster R-CNN, 

and YOLO have been utilized for tooth detection and 
classification. These models are trained on diverse datasets of 
dental images to acquire knowledge of distinguishing features 
and patterns for different types of teeth. However, teeth may be 
occluded or exhibit shape, size, and position variations 
presenting challenges in accurate detection and classification. 
Additionally, annotating large dental datasets with tooth labels 
is a time-consuming task requiring expert knowledge. To 
overcome these issues, various solutions have been proposed in 
previous studies. For instance, augmentation techniques can be 
applied to increase the number of training data, mitigating class 
imbalance and enhancing model generalization [46]. Utilizing 
Transfer Learning with pre-trained models from large general 
image datasets can fine-tune the models on dental images, 
utilizing learned features and reducing the need for extensive 
dental-specific labeled data [41]. Ensemble Models, involving 
the combination of multiple models or predictions from different 
models, offer an approach to tackle occlusions and variations, 
resulting in improved overall accuracy [47]. 

B. CBCT Dental Image 

Miki et al. [46] proposed deep CNNs for classifying different 
tooth types in CBCT images. Their dataset consisted of 52 
CBCT scans and adopted the AlexNet architecture for their 
neural network. To improve performance and prevent 
overfitting, they applied data augmentation techniques. They 
manually isolated individual teeth by cropping them from 2D 
slices extracted from CBCT images, using these cropped tooth 
images as input data for the network's tooth type classification. 
The study reported an average classification accuracy of 88.8% 
with augmented training data, but it had limitations: a relatively 
small evaluation dataset and an approach that treated slice 
images independently, potentially overlooking contextual 
information in adjacent slices. Additionally, Du et al. [48] 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 12 Issue: 2 

Article Received: 25 November2023 Revised: 12 December 2023 Accepted: 30 January 2024 

___________________________________________________________________________________________________________________ 
 

 

    74 

IJRITCC | February 2024, Available @ http://www.ijritcc.org 

introduced a teeth-detection approach designed for processing 
CBCT images, utilizing a dataset of 25 dental CBCT scans. 
Their method involved several key steps including combining 
YOLOv3 and multi-level teeth detection techniques within 
Region of Interest (ROI) regions to identify bounding boxes for 
each tooth. The results indicated that the proposed method 
significantly reduced training and prediction times by 80% and 
62%, respectively, compared to Faster R-CNN. Additionally, the 
proposed method achieved a high Object Inclusion Ratio (OIR) 
metric of 96.27%, whereas Faster R-CNN attained an OIR of 
91.40%. However, there were some situations where the 
identified bounding boxes were very close to the actual tooth but 
not entirely accurate. Another study proposed by Jang et al. [19] 
presented a fully automated method for identifying and 
segmenting individual teeth in 3D using dental CBCT images. 
Their approach tackled the challenge of distinguishing a single 
tooth from neighboring teeth and the surrounding alveolar bone 
in CBCT scans by employing a deep learning-based hierarchical 
multi-step model. To begin with, the model automatically 
generates panoramic images of both the upper and lower jaws in 
the initial stage. These 2D panoramic images are then used to 
identify 2D individual teeth and capture specific ROIs that 
represent both loose and tight areas within the 3D individual 
teeth. The experimental findings highlight the efficacy of the 
proposed approach, with an F1-score of 93.35% achieved for 
tooth identification. Furthermore, Younis et al. [49] aim to 
enhance the clarity of CBCT radiographs through a series of pre-
processing stages to facilitate a more accurate and efficient tooth 
identification process. They employed contourlet transformation 
for feature extraction from individual CBCT images. The 
outcomes of this feature extraction were then subjected to a 
novel hybrid particle swarm optimization (PSO) technique 
referred to as the "contourlet PSO" algorithm (CPSO). This 
newly developed CPSO algorithm operates at a higher speed and 
achieves greater precision than conventional PSO methods. 
Upon applying the proposed CPSO algorithm to 100 CBCT 
radiographs, a high detection ratio of 98% was attained. 

TABLE II.  A SUMMARY OF DEEP-LEARNING-BASED TOOTH 

CLASSIFICATION STUDIES USING CBCT DENTAL IMAGES 

Authors Model Results Limitations 

Miki et al. 

[46] 

CNN accuracy= 

88.8% 

very small dataset 

was employed and 

sliced images may 

lead to missing 

contextual 

information 

Du et al. 

[48] 

YOLOv3 OIR= 96.27% model shows 

sensitivity in 

identifying the center 

of the tooth resulting 

in accurate detection 

Jang et al. 

[19] 

Hierarchical 

multi-step DL 

model 

F1-score= 

93.35 

model faces 

difficulties in 

distinguishing 

between first pre-

molars and wisdom 

teeth 

Younis et al. 

[49] 

Contourlet 

PSO 

detection 

ratio= 98% 

model struggles to 

accurately 

differentiate between 

cases of teeth loss 

 
Table 2 summarizes that CBCT provides extensive three-

dimensional volumetric information encompassing all oral 

tissues, including teeth [18]. It offers a comprehensive 
visualization of the 3D anatomical structure, facilitating the 
assessment of patients with malocclusion, tooth shape, and 
positional distribution [30]. However, the automatic 
classification of teeth in these images is complicated due to 
limited datasets, the intricate appearance of the human skull, 
indistinct boundaries between neighboring teeth, and similar 
intensity values between teeth and the mandible bone [31]. To 
deal with these issues, several methods have been suggested in 
earlier studies. For instance, a hierarchical multi-level deep 
learning model as the hierarchical representation facilitates the 
capture of contextual information associated with tooth 
structure, neighboring teeth, and the overall configuration of the 
dental arch [50]. 

V. THE CHALLENGES OF TOOTH DETECTION AND 

CLASSIFICATION TASK 

This section presents the open challenges in the reviewed 
studies for tooth classification based on dental image datasets 
and deep learning models.  

A. Challenges of Dental Image Datasets for Teeth 

Detection and Classification Task 

• Digital radiograph images are extensively used in the 
diagnosis of dental diseases and tooth detection and 
classification. However, radiographs frequently exhibit 
image overlaps, ghost images, and other artifacts, which 
can introduce errors in image processing [28]. 

• Digital radiograph images suffer from noise and low 
contrast due to radiation limitations, often resulting in 
poorly defined or indistinguishable tooth boundaries 
[29]. Additionally, lighting inconsistencies may 
manifest as variations in brightness and contrast across 
the image. These fluctuations in lighting can pose 
challenges when it comes to accurately detecting and 
categorizing teeth within the image [29]. 

• CBCT provides extensive three-dimensional volumetric 
information encompassing all oral tissues, including 
teeth [18]. However, the automatic classification of 
individual teeth in CBCT images is complicated due to 
limited datasets, the intricate appearance of the human 
skull, indistinct boundaries between neighboring teeth, 
and similar intensity values between teeth and the 
mandible bone [31]. 

• CBCT scans tend to exhibit more noise and metal 
artifacts compared to conventional Computed 
Tomography (CT) scans [32]. This is due to the unique 
challenges posed by the presence of metal objects in the 
mouth and the specific way the CBCT technology 
works. These artifacts can potentially make the 
interpretation of dental CBCT scans more challenging 
for deep-learning models. 

• Intra-oral dental images can be used as a low-cost data 
acquisition method to help facilitate deep learning-based 
clinical studies, disease diagnostic procedures, and 
planning further treatment [33]. However, the 
identification and detection of individual teeth in these 
images present certain challenges, such as partial 
occlusion, overlapping teeth, and variations in 
illumination [21]. Additionally, a significant issue is the 
limited availability of comprehensive intra-oral image 
datasets. 
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• Due to the tooth's uneven texture or color distribution, 
classifying teeth in intra-oral photography imaging can 
be challenging [51]. Additionally, there are significant 
variations in surface appearance with the same type of 
tooth among individuals despite some shared 
morphological markers for identifying tooth type. 

B. Challenges of Deep Learning Methods for Teeth 

Detection and Classification Task 

• Deep learning models typically require large amounts of 
labeled data for training. However, in the medical 
domain, acquiring annotated medical images, especially 
for rare conditions or specific populations, can be 
challenging and time-consuming [52]. 

• Although the deep CNN method has made considerable 
progress in classifying medical images, current deep 
learning techniques tend to concentrate more on regions 
with small differences in object size and are therefore 
less able to adjust to object variations and misaligned 
teeth [53]. 

• For tooth classification using deep learning, an 
interpretable model would provide insights into which 
specific aspects of a dental image led the model to 
classify a tooth in a particular way. For instance, the 
model might focus on certain patterns in tooth shape, 
color, or texture that align with established dental 
diagnostic criteria [54]. Interpretability could involve 
techniques such as attention maps, saliency maps, and 
gradient-based methods to highlight the regions of the 
image that were most influential in the classification 
decision [55]. 

• Training deep learning models involves optimizing a 
large number of parameters in complex neural network 
architectures through a process called gradient descent. 
This optimization process requires performing 
numerous calculations on vast amounts of data, and as a 
result, it demands significant computational resources 
[56]. 

• CNNs are sensitive to the location of features in an 
image. If a significant portion of a tooth's features is 
missing due to a broken tooth, the CNN might struggle 
to recognize the tooth correctly. This is because the 
broken tooth's missing features can disrupt the pattern 
the model has learned [5]. 

• In the context of image analysis, "contextual 
information" refers to the surrounding details and 
elements in an image that provide additional clues about 
the objects of interest. For example, when classifying a 
tooth, the con-text might include neighboring teeth, gum 
tissue, and the overall arrangement of the teeth in the 
mouth. When a tooth is partially occluded or obscured 
by other teeth or structures, the model might not have 
access to enough contextual information to make an 
accurate classification [38]. 

• Severe malocclusion can significantly alter the expected 
arrangement of teeth in the oral cavity. When a tooth 
detection model is trained on images with normal 
alignment, it might struggle to accurately identify teeth 
in cases of extreme misalignment. The model might not 
have encountered such variations during training and 
therefore might not recognize the irregular tooth 
arrangement [48]. 

VI. FUTURE DIRECTIONS OF DEEP LEARNING IN 

TOOTH CLASSIFICATION 

The future of deep learning in tooth classification is likely to 
involve advancements in multiple aspects, driven by ongoing 
research, technological innovations, and the increasing 
integration of AI in healthcare. Here are some potential future 
directions for deep learning in tooth classification: 

• Improved Data Collection and Annotation. Efforts 
should continue to focus on gathering diverse and well-
annotated dental image datasets. This includes 
collecting images from various populations, age groups, 
and dental conditions. High-quality annotations will be 
essential for training accurate and robust models. 

• Proposition of a deep learning model-based tooth 
classification in Intra-Oral photography images. 
Researchers have dedicated considerable efforts to 
conducting extensive research on tooth classification in 
various dental images. However, classifying individual 
tooth types in intra-oral dental images remains a 
formidable challenge due to the presence of complex 
and diverse structures within these images [35]. 

• Hierarchical-based approach for tooth classification. 
According to Chen et al. [57], a hierarchical 
classification structure implies a greater ability for tooth 
type recognition when considering the logical hierarchy 
of dental categories. Therefore, the use of hierarchical 
classification will increase the probability that an entire 
object or part of an object is contained in a particular 
hierarchy scale. 

• Develop a model that can accurately classify 
malocclusion types in dental images. By leveraging 
various views of the same image, using pre-learned 
features, and focusing on relevant regions, the model 
can better handle misalignments and occlusions caused 
by malocclusion, leading to more accurate and reliable 
classifications. 

VII. CONCLUSION 

This paper significantly contributes to the field of dentistry 
by providing a comprehensive overview of the integration of 
deep learning techniques into dental image analysis. The paper 
starts by giving a thorough description of how deep learning 
approaches have been incorporated into dentistry. It covers the 
latest advancements and research in the domain, offering 
valuable insights for both practitioners and researchers. The 
study underlines the critical importance of accurate tooth 
detection and classification, as it constitutes a fundamental 
preliminary step in numerous dental analyses and treatment 
procedures. Additionally, this paper has discussed various CNN 
models for tooth detection and classification with each model 
having its strengths and weaknesses. The thorough selection of 
the categorization model is crucial for attaining the best results. 
It has been identified that the Faster R-CNN model has 
demonstrated promising results, particularly in the context of 
dental X-ray images. However, it also highlights the challenges 
posed by occluded teeth and variations in shape, size, and 
position, motivating further research into addressing these 
issues. 
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