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Abstract 

Convention will not cause the amount of difficulty that may be imagined in a cloud data centre to increase. Businesses may embrace 

IT without having to pay a large initial cost by using computing in the cloud. Although there are many advantages to the Internet, 

model security is still a problem, which has a negative impact on cloud adoption. Underneath the data centre, the security issue 

becomes unmanageable, and the problem scope has expanded to include model design, multiple tenancies, elasticity, and multiple 

levels of dependency stack. To benefit from the new processing viewpoint that provides an innovative arrangement of activities for 

interaction to IT, the increased security risks in cloud-based computing must be overcome. The study's goal was to lessen security's 

barriers and hazards by using approaches and protection techniques to guarantee optimal data protection while preserving the option 

for the customer to choose the initial security degree. The globe has become a global village where individuals can cooperate, 

communicate, and exchange information quickly and securely thanks to the prevalence of smart devices that can access the internet. 

Clients may share possessions and utilize a variety of on-demand services using cloud computing environments. Workflow 

technology in the online environment is used to manage business processes, and because activities rely on one another, this poses a 

difficulty to efficiently utilize resources. This study proposes a Hybrid GA-PSO method to effectively distribute workloads among 

the available resources. In cloud computing settings, the Hybrid GA-PSO method seeks to balance the load of dependent activities 

among heterogeneous resources while reducing make span and cost. The experiment's findings demonstrate that, when compared 

to the GA, the PSO method, HSGA, WSGA, and MTCT computer programs, the GA-PSO approach reduces the workflow tasks' 

overall execution time. Moreover, it lowers the cost of performance. 

Keywords: IT, Algorithms, Cloud Computing, Hybrid GA-PSO, Processing, Smart Internet, Environments, Workflow Technology, 

Model Design, Results. 

I. INTRODUCTION 

The very rapid business and IT environments are driving the 

demand for a successful secure information canter. Before 

new opportunities can be explored, equipment must be 

practically purchased and installed. In order to fulfil the 

increasing expectations for performance, reliability, and 

flexibility, the connection speed must be fast and accurate. 

Although cloud-based and virtualization systems have 

increased installation costs and times, they have also 

increased flexibility. Additionally, the majority of IT 

consulting and procurement services are employment-based 

and increasingly unable to meet the high standards of today's 

new applications. Your business may grow and prosper via 

cloud migration without causing any disruptions to its 

existing infrastructure [1]. This suggests that you may grow 

your information and mobile applications without 

compromising your ability to serve customers or your 

market's performance. Resource Allocation (RA) is the 

process of allocating available resources over the worldwide 

web to necessary cloud applications. Resource provisioning 

handles this issue by giving service providers control over the 

resources for each specific module. 

Because of organizations' rigid security architectures, manual 

processes, and a variety of specialized virtualisation tools, 

convergence increases the risk of vulnerability [1, 2]. The 

next-generation data centre lowers risk by increasing the 

software-controlled environment for integrity and 

management. Technologies manages and orchestrates 

everything, including information security, intrusion 

detection, and surveillance of security [1, 2]. The protective 

capabilities of individual physical components are virtualized 

and combined beyond reasonable bounds. Automatically 

triggered security mechanisms protect an organization's files, 

policies, and contacts. Analytics are used for enhanced 
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security and conformance verification in order to proactively 

monitor and prevent security incidents. Without depending on 

hardware resources, safety safeguards are less costly and 

simpler to put in place wherever and whenever they are 

needed. 

The next development in Interties—realistically distributed 

databases that provide computer power "as a service"—is 

cloud computing. As "a paradigm for providing on-demand 

interaction provisioning of adaptable computational power 

(e.g., communication, laptops memories, applications and 

operations) that may be swiftly provided and scattered with 

minimum administrative effort or network operator the 

capacity to interact," NIST offers the most widely used 

definition of the cloud services concept [2, 3]. The cloud 

computing framework is shown in Figure 1. A cloud may be 

open or closed to the public. A public cloud offers its services 

for purchase to everyone with Internet connection. Private 

cloud computing is a closed network or data centre that 

provides a platform as a service to a limited group of people 

with certain permissions and access. Whether it's public or 

private, [4], the aim of computing in the cloud is to provide 

quick, scalable utilization of data and IT services [5]. 

 

Fig. 1 Cloud computing. 

A set of networks and all of the information that moves across 

them are referred to as cloud computing. In cloud computing, 

users usually choose to use a third-party intermediate source 

for Internet access rather than building their own physical 

systems, [5, 6], and they may use its methods indefinitely. 

To put it another way, the cloud is a computer innovation that 

provides its users with high-quality services—like data and 

software—over remote servers. Without having to invest 

extra time or money in hardware like computers and data 

management software, people may benefit from the cloud. 

Client requirements and applications are satisfied by cloud 

computing without requiring a complete logical and physical 

platform [7, 8]. One of the main benefits of using cloud 

computing for customers is that data can be accessible from 

almost anywhere. Examples of cloud-based applications 

include Customer Relationship Management (CRM), video 

calling, and email. 

Numerous fields, including astrophysics, bio informatics and 

catastrophe modelling and prediction, employ workflow 

applications [9]. Furthermore, the fusion of several 

approaches and methodologies into a single solution has led 

to the emergence of complex challenges in recent times, such 

as complex scientific applications. This kind of application 

has been run on grids, clusters, and supercomputers to meet 

this demand. Thankfully, many applications for workflows 

are now run on the cloud thanks to the development of clouds. 

Workflow programs are the means by which large-scale 

business processes are executed. They include a series of 

tasks or events where data is moved between jobs according 

to certain technological guidelines in order to accomplish a 

main objective. The activities in the workflow application are 

interdependent, with one task's result serving as another task's 

input. As a result, in a multiprocessor environment, the tasks' 

execution order has to be taken into account while allocating 

them to virtual machine processors. It is well known that 

assignment the tasks that are dependent to the best virtual 

machine processors is an NP-complete issue [10]. 

The rise of Internet of Things (IoT)-based gadgets has opened 

up new avenues for organizations to carry out their daily tasks 

from new angles and with greater results. By creating new 

capabilities before new opportunities, firms were able to 

adapt to technical improvements in their present operations 

thanks to breakthroughs in information technology. Cloud 

computing offers an environment where shared processors, 

[11], desktops, laptops, sensors that are and many forms of 

communication technologies are combined to allow simple 

access to virtual resources, from the standpoint of 

transformational tendencies in the development of 

information technology [12, 13]. 

In order to choose the best Pareto solutions, the objectives 

must be ranked according to the users' importance. For 

example, minimizing the overall cost might result in 

maximizing the execution time and the load over a particular 
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virtual machine. This is because the trade-off between the 

three objectives is what determines the most effective choice 

for the multiobjective workflow optimization [14, 15]. 

Various research endeavours have been undertaken to tackle 

the scheduling problem of workflows, which is an inherited 

issue from heterogeneous computing systems. In contrast to 

cloud settings, heterogeneous computing configurations are 

more difficult to set up and have a far lower capacity for more 

consistent performance with fewer failures.  

Furthermore, just minimizing the completion time has been 

the primary goal of the many prior attempts to solve the 

workflow scheduling issue in heterogeneous systems. 

Therefore, it is necessary to take into account both the overall 

financial cost and the way things make span given the 

widespread usage of cloud environment and associated pay-

per-use services. In turn, a number of metaheuristic 

algorithms were put out to address the workflow task 

scheduling issue and arrive at a workable solution for job 

distribution across the many Virtual Machines (VMs) in the 

cloud environment. Swarm intelligence, Artificial Bee 

Colony (ABC), Genetic Algorithm (GA), Ant Colonies 

Optimizing, and Artificial Bee Colony (ABC) are a few 

instances of the different workflow scheduling issue solutions 

that handle the overall financial cost and performance time 

span [16, 17]. 

This paper's primary goal is to provide an approach for the 

workflow scheduling issue. Along with balancing the load 

among the virtual machines at the lowest possible total cost, 

the suggested technique should also shorten the make span 

execution time. In order to solve the workflow scheduling 

issue, this research suggests a hybrid GA-PSO method that 

combines the advantages of both techniques. To demonstrate 

the suggested algorithm's efficacy in resolving the workflow 

scheduling issue in the cloud surroundings, its efficiency is 

compared to that of other methods. 

1.1 Objectives of the study  

• The main goal is to conduct research and determine 

the best methods for integrating environments with 

hybrid clouds. 

• The study's objectives are to evaluate the difficulties 

in integrating hybrid clouds and investigate possible 

fixes. 

• Analysing actual use cases of hybrid cloud 

integration across a range of businesses is another 

important goal. 

II. LITERATURE REVIEW  

(Varghese, B., 2018) [18] Over the last ten years, there have 

been substantial changes to the cloud computing ecosystem. 

Not only has the market become more crowded with 

providers and service offerings, but cloud infrastructure, 

which was formerly restricted to data centres owned by a 

single provider, is also changing. In this article, we first 

address how cloud infrastructure is evolving, taking into 

account the utilization of infrastructure from various 

providers as well as the advantages of moving computers 

away from data centres. Future cloud infrastructure will 

provide a range of new computer architectures that are 

required as a consequence of these changes. 

(Perboli, G., 2018) [19] A distributed ledger database for 

permanently and verifiably recording transactions between 

participants is what is known as block chain technology. One 

of the most important technological pillars for financial 

applications is block chain. However, in recent years, 

academics' and practitioners' focus has shifted to the use of 

block chain technology in other fields. It now serves as the 

foundation of a brand-new digital supply chain. Block chain 

may improve the efficiency, dependability, and transparency 

of the whole supply chain as well as the incoming operations 

because of its capacity to guarantee data inviolability and 

public availability of data streams. The majority of the 

literature on block chain in non-monetary programs 

concentrated on the technology aspect and business process 

modelling; it lacked a standard methodology for creating a 

plan to create, test, and incorporate the entire block chain 

solution into the business strategy. 

(Aceto, G., 2020) [20] The worlds of production and services 

are totally shifting as a result of Industry 4.0 and its primary 

supporting technology for communication and information. 

This is particularly true for the health sector, since healthcare 

and its whole environment are being revolutionized by Big 

Data, Cloud and Fog Computing, and the Internet of Things, 

which is pushing the industry towards Healthcare 4.0. We 

thoroughly assess how the use of the aforementioned Industry 

4.0 innovations (and their integration) applied to the health 

care industry is altering the manner that conventional services 

and goods are provided by judiciously analysing the 

literature. 

(H.-J. Hong, D.-Y. Chen,) [15] In this article, we propose 

Hybrid Coin, the next-generation cryptocurrency that creates 

a highly flexible and effective digital asset by combining the 

best features of Ethereum and Bitcoin. Hybrid Coin aims to 

combine Ethereum's strong programming ability and ability 

to write smart contracts with Bitcoin's established store of 

value and security characteristics, opening up a plethora of 

use cases and applications. We introduce the architecture and 

design of Hybrid Coin, emphasizing the smart contract 

capabilities, scalability solutions, and consensus process. We 
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also go over the suggested cryptocurrency's privacy and 

security aspects as well as its possible applications in asset 

management, Decentralized Finance (DeFi), and electronic 

payment methods. 

(Schröer, C., 2021) [22] The industry-neutral procedure 

framework CRISP-DM is the de-facto preferred method of 

implementing data mining initiatives. We would want to 

provide a comprehensive literature evaluation of 

contemporary research concerning data mining application 

scenarios of CRISP-DM that have been published in IEEE, 

Science Direct, and ACM, twenty years after its debut in 

2000. We give a description of the six stages of CRISP-DM, 

emphasizing potential gaps in the methodology, best 

practices, and research emphasis. Overall, the results show 

that CRISP-DM remains a de-factor standards in data mining, 

albeit there are issues since the majority of investigations do 

not account for a deployment phase. 

(Tabrizchi, H., 2020) [23] Due to steadily rising needs, cloud 

computing has attracted a lot of interest in recent decades. The 

organization using cloud-based data storage systems have 

several benefits. These include the potential cost savings 

associated with cloud computing, remote access from almost 

anywhere in the globe with a reliable Internet connection, and 

streamlined IT infrastructure and administration. More 

research is needed on the related safety and privacy concerns 

associated with cloud computing. In the previously released 

investigations, researchers from business, academia, and 

standards bodies have offered possible answers to these 

problems. This survey's narrative an assessment includes 

information on known vulnerabilities, recognized threats, and 

cloud security challenges and needs. Actually, the goal of this 

paper is to examine the many elements of cloud computing 

and to highlight the privacy and security challenges that these 

systems encounter. 

(Li, J., 2019) [24] Numerous issues plague the construction 

sector, such as low productivity, inadequate cooperation and 

information sharing, lax regulations and compliance, and 

unethical payment methods. Developments in Distributed 

Ledger's Technologies (DLT), additionally referred to as 

block chains, are currently being looked at more and more as 

components of the changing digital landscape of the 

construction sector and how it is responding to these issues. 

This study's main goal was to analyse the status of Distributed 

Ledger Technology (DLT) in the context of building and the 

building services sector in order to create a strategy that 

would encourage the industry to fully embrace DLT.  

(Lnenicka, M., 2019) [25] Numerous new difficulties related 

to the use of technology for communication are being faced 

by municipal and government agencies alike. The volume of 

data is growing exponentially. Several formats are available 

for the data sets' publication. The foundation of new services 

is the connecting and processing of diversely organized data 

from several sources. Users anticipate quick processing 

times, clear visualizations, and free access to public data. The 

paper discusses the difficulties and suggests a fresh paradigm 

for government enterprise architecture. Included are the 

following component architectures: cloud-based processing, 

publishing, and massive and open interconnected archives of 

information. First, definitions of the main ideas are given. The 

fundamental responsibilities and elements of architecture are 

then described. The elements arise from the disintegration of 

associated frameworks. The article's primary focus is on the 

comprehensive architectural framework proposal and its 

component parts, or sub-architectures. 

III. METHOD  

When the specified number of repetitions is split evenly 

between the GA and PSO algorithms, the GA-PSO approach 

performs best, according to studies. This also supports the 

divide and conquer strategy, which splits a single issue into 

two smaller ones to create a complexity equivalent to𝑻(𝒏) =

𝟐𝒙𝑻 (
𝒏

𝟐
) + 𝑭(𝒏), where 𝑭(𝒏) is the divide and conquer time. 

The solution for such equation depends on 𝑭(𝒏) and the 

complexity is 𝑶(𝑭(𝒏)) if  |𝑭(𝒏)| >  𝒏 (by master theory). 

Furthermore, it is well-established that several function 

evaluations are necessary for both the GA and the PSO as they 

both need to assess the goal of every member of the 

population in the present sample [26]. Thus, it is usual 

practice to reduce the population count in a GA or PSO (i.e., 

the number of variations) in order to prevent a degradation in 

the accuracy of the results and decrease rate of the GA or 

PSO. 
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Fig. 2 The GA-PSO algorithm's flowchart. [27] 

The solutions in the GA algorithm are referred to as 

chromosomes, and the GA operators (selection, crossover, 

and mutation) steadily improve the chromosomes at each 

iteration. The PSO algorithm obtains the resultant 

chromosomes during the remaining half of the specified 

rounds. The chromosomes are referred to as particles in the 

PSO method, and each time the process is running, the 

particles become progressively better [27]. The particle 

chosen to symbolize the workflow task problem's solution has 

the lowest fitness value. 

IV. RESULTS AND DISCUSSION  

The suggested GA-PSO method was put into practice 

utilizing the Workflows in order to assess the method. The 

Work Flow Sim enhances the current Clouds simulator by 

offering an additional level of management for the workflow 

by creating an appropriate setting for implementing various 

scheduling methods. Additionally, the outcomes of the 

suggested GA-PSO algorithm were additionally compared 

with those of other work scheduling methods, such as GA and 

PSO, in order to assess the algorithm's performance. 

Furthermore, as previously mentioned, the suggested GA-

PSO algorithm's performance was contrasted with that of 

other relevant research. 

We conducted extensive tests on actual applications for 

workflow using the simulation settings in Table 1 to assess 

the effect of the proposed method on the workflow scheduling 

issue relative to other techniques. 

Table 1 parameters for simulation. 

Parameter  Values  

Number of tasks in application  26-100 

The number of Vm’s 17 

MIPS 251-1028 

RAM 259-1829 (mb) 

BW 258-18900 (mbps) 

Processor speed  10,001 
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Number of processor  8 

VM Policy  Time-shared  

The GA-PSO assessment experiments were conducted using the settings specified in Table 2. 

Table 2 Parameters of the GA-PSO algorithm. 

Parameter  Value  

Population sizes  101 

Mutation rate  0.08 

Crossover  Single point  

Number of iterations  101 

Number of executions  501 

C1 1 

C2 1.8 

R1, R2 [0.4] 

1, 2 0.5 

3 0.9 

Table 3 provides an overview of the features of the Montage workflow program that were used in the trials. 

Table 3 The features of the processes at Montage. 

Scenarios  Number of tasks  Number of edges  Average data size (mb) 

One  29 98 7.89 

Two  58 208 6.89 

Three  104 489 3.89 

Four  1000 4479 6.48 

4.1 Performance Analysis 

of order to compare the suggested GA-PSO method to the GA and PSO algorithms and assess the decrease of make span, execution 

cost, and load balance, all four scenarios were run. Table 4 reports the outcomes of the experiments that were conducted for each of 

the four situations. 

Table 4 The outcome of the trials that were carried out. 

Algorithm  Make span (Sec) Execution cost ($) Load balanced (rate) 

Scenario one     

GA-PSO 98.58 18.96 9.58 

GA 179.58 54.98 58.96 

PSO 105.89 18.96 25.94 

Scenario Two    

GA-PSO 149.65 79.89 14.58 

GA 250.96 96.49 18.96 

PSO 189.89 68.59 18.49 

Scenario Three    

GA-PSO 256.96 179.58 36.96 

GA 365.95 148.89 49.8 

PSO 289.49 136.96 54.96 

Scenario Four     

GA-PSO 1965.8 1089.79 58.96 

GA 2489.58 1649.89 148.96 

PSO 1489.69 1498.89 29.86 
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After doing the aforementioned experiment several times, the average outcomes for the suggested GA-PSO, GA, and PSO 

approaches with the four scenarios were computed and combined in Table 5. These findings were expressed in terms of make span, 

execution cost, and load balance. In addition, Table 6's findings show how well the suggested method performs when compared to 

the GA and PSO algorithms in handling the workflow task-scheduling issue. 

Table 5 For each method, the average outcomes in terms of make span, execution cost, and load balance. 

Methods  Avg. make span  Avg. execution cost  Avg. load balanced  

Hybrid GA-PSO 896.58 362.595 89.6589 

GA 796.891 489.590 48.896 

PSO 589.6089 639.596 24.8968 

 

Significant cost savings may be achieved in terms of 

resources, upkeep, and real estate, in addition to the 

opportunity to optimize workloads for increased productivity. 

Utilizing resources wisely is essential to cutting down on 

energy usage in data canters. To wrap up the study, the 

efficiency improvements from the resource allocation 

approach, exact resource allotment, and precise allocation 

combined with migration are investigated for practical cases 

with a limited position of parameters. 

4.2 Forensic Analysis on Clouds 

Digital forensics investigations are often carried out by 

several police agencies in cases involving cybercriminals or 

other illicit behaviour. When handling gathered evidence, 

they adhere to procedures and guidelines that are specified in 

standards. This is necessary to ensure that the data gathered 

during the process complies with legal requirements and may 

be used as evidence in court. Cloud investigations provide a 

distinct set of difficulties for these forensic specialists due to 

their transient nature. 

4.3 Cloud-Based Forensic Exams: Things to Think 

About 

We investigated the many challenges that investigators have 

while working remotely and found that the current 

approaches for evaluating cloud services were ineffective. 

The physical, private, and legal limitations that the 

researchers faced seemed to be the main challenges. This may 

be significantly more challenging when it comes to cloud 

investigation since there are thousands of virtual computers, 

several systems, and a large number of cloud users—just one 

of whom is important to the matter—involved. Service 

outages for others not involved in the case would result from 

it. Without the participants' knowledge, the machines are in 

communication with one another thanks to their connection 

to the data centre. Furthermore, login credentials and 

passwords are the sole means of maintaining identity when 

there isn't a physical connection due to the open nature of the 

cloud, which makes them vulnerable to being stolen and used 

improperly by unauthorized users [28, 29]. Because of this, 

there is a big difference in the technology that investigators 

may use to interact with cloud data centres. Building such 

technologies for forensics information collecting is 

challenging because to the proliferation of bridge building 

and the absence of standard of sources [29]. 

In conclusion, the bulk of cloud security problems stem from 

the absence of a consistent general framework, which may 

improve forensic analysts' ability to do investigations by 

correctly implementing international regulations. 

Government could attempt to create agreements that 

safeguard privacy for the purpose of bridging inquiries, but 

the decision of which courtroom or legal system to bring up 

the topic in continues to pose challenges. However, a forensic 

investigation of the Internet cannot be carried out using the 

instruments that are prepared to support a comprehensive 

assessment.  

V. CONCLUSION  

This research suggested and implemented a GA-PSO method 

for workflow scheduling tasks in a cloud environment using 

the Workflows simulator. Additionally, the suggested 

algorithm's performance was contrasted with other well-

known algorithms, including GA, PSO, HSGA, WSGA, and 

MTCT. The suggested approach aims to minimize the make 

span and processing cost of workflow applications in 

computing cloud environment by distributing the workload 

equitably across the available Virtual Machines (VMs) while 

taking into account the sequence in which the tasks are 

executed. Based on the VMs' speed of execution and the 

quantity of the workflow tasks, the GA-PSO algorithms 

chooses which VMs will complete the tasks in the shortest 

amount of time. It claims to continue enhance energy 

efficiency after overhaul termination and is based on a virtual 

machine migration. In the future, a unique technique will be 

proposed to reduce the total amount of migration by precisely 

selecting the Virtual Machines (VMs) to be migrated via the 
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use of Machine Learning (ML). Because of the excessive use 

of PMs, it also results in a decrease in energy efficiency. 

FUTURE WORK  

The work may be expanded to several data centres in an 

assortment of settings in future years. Additionally, the 

workflow application's dissemination may be expanded into 

two levels: the first occurs when tasks related to the workflow 

are routed to the service broker, and the second occurs when 

the tasks are allocated to the available Virtual Computers 

(VMs) in each DC, taking into consideration the size and 

performance of each VM. Through a real-time cloud-based 

setting, the reasoning may be confirmed. Additionally, the 

procedure may be enhanced by using dynamically workflow, 

which gives users greater freedom to modify the workflow 

tasks' properties while they are executing. 
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