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Abstract— Computer Vision and Deep Learning techniques have become an advent in multiple domains like healthcare, Technology, as 

well as Agriculture . Computer vision techniques like object detection are being widely used in agriculture to reduce to efforts required 

and make agriculture a little more efficient for the farmers. The applications of deep learning in agriculture include leaf disease detection 
and weather forecasting, and the most advent applications include object detection to detect fruits, and vegetables which can be ensembled 

with robotics for automated yield production and harvesting. The proposed article describes one such application of fruit detection using 

various YOLO (You Only Look Once) models. The study encompasses four fruit classes namely Chiku, Mango, Mosambi, and Tomato. 

Models of Yolo V3, Yolo V4, and Yolo V8 were trained on a customized dataset collected from Indian farms and fruit gardens. The real 
time images images were collected, pre-processed, and annotated using online labeling tools. A total of 1200 images were used as a part 

of the complete training process. Basic preprocessing was performed on these images and possible inbuilt augmentation techniques 

supported by the above-mentioned models were used.Training is applied on custom dataset for all classes. In this experiment we have 

received the F1 score for YOLOv3(Chiku-82%.Mamgo-91%,Mosambi-87%,,Tomato-77%),YOLOv4(Chiku-89%.Mamgo-
98%,Mosambi-95%,,Tomato-91%) and YOLOV8 (Chiku-90%.Mamgo-75%,Mosambi-82%,,Tomato-84%)models. In these models 

YOLOv4 with two layers gives the highest accuracy for all the classes. 

 
Keywords :-YOLO, Fruit Detection, Deep Learning ,Object Detection 

I. INTRODUCTION  

India is often referred to as the land of agriculture since 
most of the exports for various fruits and grains are done from 
India itself. Recently various Deep Learning applications 
have been adopted in agriculture to ease the overall process 
for farmers. Processes such as Harvesting, Ploughing, etc can 
be automated for faster and more efficient results with lesser 
manpower involved.  

Today, most of the work involved in the agriculture 
domain is still done manually for example picking fruits, 
cutting crops sorting the grains etc. Object detection 

techniques can be implemented to automate such processes 
and the applications can also be used to supervise, moderate, 
and keep track of the growth of fruits in fields[1, 2, 3]. Our 
research is conducted under a similar sector of detecting fruits 
from Indian fruit trees and providing the count of objects 
detected in the image.  

Object detection works on the concept of initially feeding 
the model with the annotation boxes so that the model can 
learn and extract the features of objects so that the model can 
predict boxes for the objects present in an image. YOLO 
works on a grid-based approach in which it divides the image 
into an NxN grid and tries to detect the parts of objects in 
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those images. It uses a single feed-forward network and 
processes the image only once to detect the object. It tries to 
detect objects in the respective grids and finally tries to 
compare and determine the object's center by using the 
predictions in surrounding grids. 

The application of counting the objects detected can be 
used to get the idea of yield produced every day or the number 
of fruits exported, track the growth of yield, and monitor the 
growth cycle of fruits. Recently, there have been many 
advancements in the field of object detection and fast 
learning, lightweight and complex models like YOLO (You 
Only Look Once),  RCNN (Region-Based Convolutional 
Networks) [4] and SSDs (Single Shot Detector) have been 
developed. The latest versions of these algorithms aim to train 
in the least possible time and provide reliable accuracies even 
on smaller datasets. The proposed literature studies and 
compares the performance of various models on different 
fruits namely: 

1. Chiku 
2. Mango 
3. Mosambi 
4. Tomato 

 The dataset was collected manually from the surrounding 
farms, gardens, and the Indian species of plants were taken 
into consideration for the proposed research thesis. Around 
300 images belonging to each of the above-mentioned classes 
were collected, preprocessed, and labelled using an online 
image annotator tool named Make Sense AI. The tool 
provides the option to export the annotations in multiple 
formats like text files (For YOLO), XML files (Faster 
RCNN), and CSV Files which contain a path, class name, and 
bounding box coordinates as columns.  

Initially, the images clicked using various devices were 
resized to the same resolution of 1280x1280 pixels. The 
standard size of training for YOLO is 416x416 px. However, 
the model accepts variable image sizes when defining the 
respective image size in config or YAML files. The image 
size and also be passed as a parameter in the training 
command. 

YOLO V3 and V4 make use of config files to form the 
network structure and tune their respective parameters (for 
example, filter size, strides, channels, etc) for every layer (for 
example, Net Layer, Conv Layer, and YOLO Layers).The 
parameters must be tuned with the preceding and successive 
layer by carefully choosing the mathematical calculation so 
that the model while processing the images, does not 
encounter any errors. The Standard YOLO V3 model 
proposed by AlexyAB repository was used to train the YOLO 
V3 model. For YOLO V4, two variations of V4 were used. 
One of them is standard YOLO V4 architecture with 3 YOLO 
Layers. Second was the YOLO V4 custom architecture with 
only 2 YOLO Layers, carefully excluding the third YOLO 
Layer from the traditional architecture. YOLO V8 is the latest 
version of You Only Look Once object detection model and 
is assumed to have the highest MAP score among all the 
models. It is assumed to be the fastest learning object 
detection model to provide good and reliable accuracy in less 
than 100 epochs.  

To incorporate the counting feature, initially, all the 
models were trained on the custom dataset and the results 
were observed for 5000 epochs. Upon carefully examining 
the results and performing the hyper-parameter tuning 
wherever required, the model weights were saved separately. 
Customized scripts were developed to provide the count of 
fruits detected which involved loading the weights, feeding 
the images (after resizing, reshaping to required dimensions), 
and finally outputting the boxes and count by accessing the 
predictions list. Image processing packages of Python live 
OpenCV, TensorFlow, PyTorch, and PIL  were used to load 
the weights. Upon feeding the image to the model weights, 
the model returns a nested list. The nested list contains the 
labels, predicted bounding box coordinates, and the 
confidence to predict respective bounding boxes. 

II. LITERATURE SURVEY 

A.          Existing Systems: 

The field of Agriculture has seen many advancements in 
the past few years in research. Studies conducted involve 
applying deep learning concepts to real-world use cases for 
efficient processes to assist farmers in simplifying complex 
and time-consuming tasks. Technology and deep learning 
techniques have been revolutionizing every domain and 
agriculture is no exception. The past 3 years have been very 
effective when it comes to considering the research 
conducted. Various case studies conducted involve object 
detection.  

The use cases involve detecting potatoes for detecting any 
possible sprouts for determining the quality of potatoes. [1, 5, 
6] involve a case study for classification into three classes i.e. 
Potato, Germ-Potato, and Sprout-Potato and another one for 
Mangoes. The researchers proposed YOLO-V5-based 
techniques and variations[7]. The mAP scores achieved 
ranged from 67.8 to 88.1%. The study also involves 
comparative analysis of object detection models like Faster 
RCNN, SSD, and variations of YOLO. 

Few other studies involve using segmentation techniques 
and essential feature extraction techniques to detect and count 
the fruits of various classes like Apples, Bananas [8]. 
Computer vision techniques are combined with noise 
removal, threshold segmentation, and Maximally Stable 
Color Region (MSCR) for object recognition, and finally, the 
Random Forest model to achieve the counting functionality. 

The proposed study in [9, 10] uses YOLO v5 to detect and 
determine the ripeness level of mango fruit. The setup 
proposed involves a webcam for capturing the feed, a 
Raspberry Pi 4, and an LCD screen display for output. 
Techniques like Mango detection using YOLO, hue angle 
analysis, and CIELAB color segmentation for ripeness level 
classification were used for enhanced precision. An overall 
accuracy of 83.09% was obtained. 

While [11] uses YOLO-V5 for pineapple fruit detection 
and determining the ripeness level of the fruits. The study 
divides the pineapple fruits into three classes depending on 
the stages of growth namely stage 1 for completely raw, stage 
2 for partially ripened, and stage 3 for completely ripened 
fruits. YOLO V5-x was trained by tuning the parameters to 
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their optimal values for the best results. The accuracy 
obtained was over 95%. 

Another research conducted for cucumber detection in 
[12] uses instance segmentation. The researchers propose a 
customized and improved Mask RCNN for precise 
segmentation of cucumber fruits. Pre-processing techniques 
like EXG (Excess Green) and LG (Logical Green) were used 
on binary mask images to eliminate the unnecessary parts of 
images like surroundings etc. The study also proposes a 
comparative analysis of models like YOLO V2, YOLO V3, 
Mask RCNN, Fast RCNN, and improved Mask RCNN with 
a maximum precision of 90.68 for the improved Mask 
RCNN. 

Some hardware elements associated with IoT can also be 
taken into consideration for more reliable results like the one 
proposed in [13, 14, 15]. Initially, color map, edge map, 
texture map, and convolutional feature extraction were used 
for the segmentation and detection of fruits. On top of that, 
the Genetic algorithm for optimization helped deliver better 
results in terms of Global Average Pooling (GAP). The model 
also uses classifiers like KNN, Naive Bayes, and SVM 
[16]resulting in an average accuracy of 92% 

The research proposed in [17] is the most similar to the 
one in our scenario aimed at detecting the fruits from the fruit 
trees and outputting the count of fruits detected. The 
researchers tried and tested various object detection models 
in the YOLO series. All the models from YOLO V2 to YOLO 
V5[18] along with variations in architectures such as tiny, 
V5-s, V5-x etc were also tested. YOLO-v3 tiny gave the best 
accuracy of 98.05% followed by the YOLO-v3 model with 
an accuracy of 97.40%. Contrast enhancement techniques 
were implemented while preprocessing the images to 
separate the features of targetted fruits from the surrounding 
camouflaging environment of trees and leaves resulting in 
easier detection and segmentation of fruits in such 
environments. The models were trained on a customized 
dataset of images collected using drone imagery and the 
average density of fruits per image was in the range of 10-15 
fruits per image. Inbuilt augmentation techniques provided 
by the above models were utilized while training and the 
dataset collected was in video format (mp4) from which 
frames at the speed of 100fps were collected later on for 
further processing. 

B.           Advantages of Existing Systems: 

i) Reliable accuracy 

ii) Good performance 

iii) Use of hybrid, customized, and effective techniques 
[19] 

C.           Limitations of Existing System: 

i) Do not take into consideration agricultural requirements 

ii) Datasets collected and processed were not in an 
agricultural environment. i.e., fruits were processed after 
harvesting not on fruits [20] 

D.          Research Gap: 

The research conducted in most of the case studies taken 
into consideration deals with the detection and classification 

of fruits based on their ripeness[21] level or estimating the 
quality of the fruit based on its stages of growth. However, 
there is a requirement for systems that can perform the same 
in the pre-harvesting stages i.e. even before the fruits are 
harvested from the trees. So, further research is required in 
the area of detecting the fruits on trees and counting them 
which again introduces various challenges of camouflaging, 
complex feature extraction techniques, and specialized 
approaches for reliable results. 

III. METHODOLOGY 

The proposed methodology for the study conducted 
includes analyzing and comparing the performance of various 
versions of the YOLO (You Only Look Once) model namely: 

a. YOLO V3 
b. YOLO V4 
c. YOLO V8 

Along with various versions, variations of model 
architecture also exist in every version of the model. YOLO 
V3[22, 23] and V4 use the darknet framework for working. 
The darknet layers are stacked on top of each other for object 
detection, the last one is known as a detection head. The 
network architecture can be set by using the config files from 
the GitHub repository of AlexyAB’s darknet repository. The 
configurations and parameter values need to be set carefully 
for smooth and errorless functioning of the models and 
accurate results. YOLO V8 is the latest version of the YOLO 
family. The various phases of the research go right from data 
collection to model development and parameter tuning. The 
various phases of the research study are discussed in detail as 
follows: 

A.             Data Collection and Processing: 

A customized dataset was used for the case study to be 
implemented. The dataset was collected from the various 
fields, farms, and fruit gardens in the periphery. The dataset 
was preprocessed, resized, and cropped to remove 
unnecessary parts in an image and all the images were 
represented in a common format of extensions. At least 300 
images belonging to every category were collected from the 
fields and around 1250 images in total (approximately 300 
for each of Chiku, Mango, Mosambi, and Tomato) were 
collected, and preprocessed. 

B.             Data Annotation: 

The basic requirements for an object detection dataset are 
images and annotations in the required formats. Models like 
RCNN, Fast RCNN, and Faster RCNN use Voc-XML files 
with customized tags for class names, bounding box 
coordinates, etc. While models of the YOLO family require a 
text file format of representation for the models to be trained. 
The text files contain annotation details of every bounding 
box, one in each line, which consist of class encoding (0 for 
class1, 1 for class2, and so on..), bounding box coordinates of 
top left X and Y coordinates, and finally the width and height 
of the bounding box. A sample representation of the same is 
shown below: 
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Fig 1. Data Annotation Text File Sample 

Various tools are available for annotating the dataset for 
object detection such as LabelImg, VggAnnotator, 
MakeSenseAI, etc. Our case study involved using Make 
Sense AI to annotate the images for all the classes i.e. Chiku, 
Mango, Mosami, and Tomato[24] as shown in the image 
below: 

 

Fig 2. Data Annotation using Make Sense AI (Chiku) 

The annotations can be exported in any of the required 
formats as mentioned above. 

C. Model Development: 

Once the dataset is ready with the annotations, the next 

step is to develop the model with the proper setup. Initially, 

it was decided to test the models V3, V4, and V8. To train the 

models of V3 and V4, the official GitHub repository of 

AlexyAB’s darknet framework was cloned, and required 

changes were made like placing the dataset in the data/obj 

folder, editing the config files, customizing the obj.data and 

obj.names files and placing them in the data folder, defining 

the train.txt and test.txt files with names of images to be 

considered in the training and testing set. We used a custom 

Python script to divide the dataset into train and test sets and 

output required train.txt and test.txt files. For YOLO V8, 

specific folders need to be created for training, testing, and 

validation sets and the path is to be provided in the YAML 

file with appropriate parameters and obj.data for YOLO v3 

and V4. The development for various models and their 

variations are discussed below in detail: 

 

a.       YOLO V3: 

As mentioned above, the YOLO V3 model was trained 
using the official darknet repository. The config file was 
edited to set all the parameter values and the layer structure 
was adjusted to the standard YOLO V3. The standard YOLO 

V3 architecture is shown in the image below:

 

Fig 3. Standard YOLO V3 Architecture (source) 

The standard YOLO V3 comes with a total of 106 
convoluted neural network layers out of which 3 are standard 
YOLO Layers for feature extraction, 75 are convolutional 
fully connected layers, 23 shortcut layers, 4 route layers, and 
2 upsample layers. 

Fig 3 shows the standard YOLO V3 architecture with 
filter sizes and sizes after max-pooling of every layer. The 
necessary changes that everyone should consider while 
training a custom YOLO V3 model are setting up the filter 
size, and changing values of parameters like batch, 
subdivision, max_batches, steps, filters, etc. Also, it is 
essential to edit the files obj.names with class names, one in 
each new line, and obj.data with the paths of train, and test 
txt files and number of classes. The default image input size 
for V3 is 416 x 416 pixels.  

b.          YOLO V4: 

Another advantage of using AlexyAB’s official Darknet 
repository is that one can use the same setup of V3 to train 
the V4 model as well. The only changes required are in the 
config files. No need to perform any additional changes. 
Now, while training for YOLO V4, two variations of the 
model were taken into consideration: standard YOLO V4 
with 3 YOLO Layers, and YOLO V4-tiny [25] i.e. V4 with 2 
YOLO layers for feature extraction. YOLO V4 is 
advancement over V3 which uses CSPDarknet53 as its 
backbone. PAN net for feature aggregation and much more. 
It uses more convolutional networks for faster processing and 
better accuracy.  

The YOLO V4 tiny model i.e. 2 YOLO Layer model is 
specialized to detect extremely tiny objects i.e. objects with a 
size lesser than 15 pixels. The customized network[26] is 
capable of extracting essential features from complex 
datasets (like the config for Chiku detection in our scenario). 
The two-layered architecture is fast in processing the dataset. 
There are not many architectural differences in YOLO 
V3[27] and V4 but only the backbone differences in feature 
aggregation, layer stacking, etc.  

The customized YOLO V4 tiny was designed by making 
required changes in the config file such as twisting the 
network structure a little. The customized model only has 39 
layers in total out of which, 21 are convolutional layers, 2 
YOLO layers, 1 net layer, 1 upsample layer, 11 route layers, 
and 3 max pool layers are present. The modified network can 
be customized by setting all the required parameters to their 
appropriate values by following the previous layers such as 
strides, filters, etc. The activation layers of the convolutional 
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networks just before YOLO are set to linear and all other 
layer activations are set to leaky. The same parameters and 
network trends are used for the standard YOLO V4 model. 
The complexity of the standard model networks uncovers the 
hidden and high-level features [28] but in our scenario, low-
level features are effective and essential for object detection. 
Hence, the customized YOLO V4 model for tiny objects 
performs better than the standard V4 network. 

c.          YOLO V8: 

YOLO V8 is the latest object detection model of the 
YOLO family. It has the highest mAP score ever achieved 
and is currently the fastest training model. V8 has various 
advancements as compared to the previous versions such as 
the use of Feature Pyramid Networks, stronger backbone 
models of the darknet, multi-scale prediction, advanced 
training techniques, and object localization, and the usage of 
inbuilt augmentation techniques like random cropping, 
angular rotation, hue-saturation-value manipulation make the 
model to detect the objects for far dissimilar scenarios [29]. 
YOLO V8 shows improved performance over image, video, 
and webcam analysis case studies. The model supports the 
classification, object detection, and segmentation of images 
as per the needs.  

The dataset to be trained for YOLO V8 needs to be 
segregated into three folders namely: Train containing the 
images and labels for the images, Test folder containing the 
test samples and Validation directory containing the images 
and annotations for the images to be validated during training 
for model improvement and validation [30]. The directory 
structure is shown in the following figure: 

 

Fig 4. Dataset Directory Structure for YOLO V8 

As mentioned earlier, all the necessary modules were 
loaded from the official Python package named 
Ultralytics[31, 32] for necessary YOLO V8 support. All the 
parameters that need to be altered can be defined with their 
optimal values in a YAML file and the file path can be 
provided while training the model. However, one can also set 
the model parameters using the command line interface as 
well simply by passing the value and name of the parameter 
to be tuned to.  

There are 4 different types of YOLO V8 [33] models 
proposed by the ultralytics module based on the network size 
and their learning capabilities namely: 

i) YOLO V8n - Nano Model 

ii) YOLO V8s - Small Model 

iii) YOLO V8m - Medium Model 

iv) YOLO V8l - Large Model 

v) YOLO V8x - Xtreme Model 

These models vary in their architectural compositions and 
scenarios where they can be applied for. For example, if all 
the models are applied on the same dataset of an object 
detection case study, the results of the detections would vary 
in terms of precision of the bounding boxes, the ability of the 
model to detect in complex scenarios, etc. We used YOLO 
V8n for our case study since it is the most suitable for our 
scenario. The model has 225 layers in total with around 30 
million parameters.  

 

Fig 5. Model Summary for YOLO V8n 

Above figure shows the model summary for the latest 
YOLO V8 model’s nano version. The model also supports 

various built-in augmentation techniques as mentioned 
earlier[34, 35].  

 

Fig 6. Random Cropping in YOLO V8(Tomato) 

Figure 6 shows an example of a type of inbuilt 
augmentation supported by the YOLO V8 model in which 
random image sections are cropped randomly and combined 
to generate completely new instances in the dataset using the 
existing images and annotations. Such techniques help build 
models that are more robust and perform well in real-life use-
case scenarios. 

D.              Hyperparameter Tuning: 

Once the model training phase is ready and the results for 
initial iterations are observed, it is essential to tune the model 
parameters for a better learning curve and reliable 
performance. Hyperparameter tuning is very important to get 
your model working in good condition and fitting better for a 
generalized set of images. Some of the highly influential 
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parameters for an object detection model are learning rate, 
decay rate, anchor boxes, activation function, etc. 

TABLE I.   PARAMETER VALUES FOR BETTER RESULTS 

Hyperparameter Value 

Training Batch Size 64 

Subdivisions 16 

Saturation 1.5 

Exposure 1.5 

Learning Rate (α)  0.0001 

Hue 0.1 

Filter Size 18 

Activation Leaky and 

Linear for the 

last Layer 

Momentum 0.949 

Table I shows the hyper-parameters to be tuned to their 
optimal values in order to achieve desired results as discussed 
in the following section. 

E.             Object Counting: 

Once, all the models were fine-tuned and were 
performing up to the mark, a customized Python script was 
developed in order to iterate over the nested tuple returned by 
the model when fed with an image to predict the bounding 
boxes. The tuple returned is a 3-dimensional array-like 
structure that consists of [36] 

i) coordinates of the bounding boxes 

ii) labels for the prediction  

iii) confidence of prediction for the respective bounding 
boxes. 

The Python script simply iterates through the list and 
returns the length of the bounding box coordinates list in the 
tuple, which is identified to be the total number of bounding 
boxes predicted by the model. To achieve this, the model 
weights were first loaded using various modules and 
frameworks like Tensorflow, and PyTorch. OpenCV, 
Ultralytics, and Pillow were used [37]. Loading the models 
using these libraries helps us eliminate unnecessary steps like 
installing dependencies, setting up or cloning the repositories 
while training, providing paths to unnecessary files for mode 
configuration, etc

     

IV  RESULTS AND DISCUSSIONS 

In the last section, we discussed the implementation and 

the methodology used to implement the proposed system. 

Now, in this section, we will discuss the proposed models’ 

results. Standard YOLO v3, standard YOLO v4, 

customized YOLO v4-tiny, and standard YOLO v8 models 

were trained for a customized dataset of Chiku, Mango, 

Mosambi, and Tomato fruits. The proposed system is a 

combination of different versions of the You Only Look 

Once (YOLO) algorithm trained and fine-tuned on a 

customized dataset. The models are developed in order to 

detect the fruits in agricultural environments, from the 

images taken directly from the fruit trees and provide a 

final count of the total number of fruits detected in the input 

image, as shown in the following figures.  

The images shown below are the outputs of YOLO-V3, 

V4 customized and V8 models trained on our custom 

dataset for 5000 epochs 
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Fig 7. Detection outputs of YOLO V3, V4-customized and V8 for all four fruits 

 

 Three different models (excluding variations of the 

models of the same version) were trained on exact same 

dataset and the following results were obtained. The research 

conducted takes into account the performance of the models 

on four different categories of fruits namely Chiku, Mango, 

Mosambi, and Tomato. All the variations of models were 

trained for each of these 4 categories and the fruit-wise results 

obtained were as follows: 

 

 

 

TABLE II.  FRUIT-WISE RESULTS FOR VARIOUS MODELS 

A. CHIKU 

Model V3 V4 V8 

mAP Score 80.72 93.39 62.22 

Precision 0.83 0.85 0.94 

Recall 0.81 0.94 0.87 

F1-Score 0.82 0.89 0.90 
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Loss 0.3082 0.2146 0.3971 

 

B. MANGO 

Model V3 V4 V8 

mAP Score 92.47 99.87 65.5 

Precision 0.94 0.99 0.74 

Recall 0.87 1.00 0.60 

F1-Score 0.91 0.98 0.75 

Loss 0.4596 0.3265 0.4059 

C. MOSAMBI 

Model V3 V4 V8 

mAP Score 90.47 97.53 84.44 

Precision 0.84 0.97 0.85 

Recall 0.91 0.93 0.80 

F1-Score 0.87 0.95 0.82 

Loss 0.6547 0.4965 0.31482 

 

Table II A, B, C, and D show the fruit-wise results for 

various models of YOLO. Note that, the results for the V4 

model obtained are for the customized model with only 2 

YOLO layers for feature extraction and customized 

activation functions so that the model works the best for our 

case study. As shown in Table II, the highest map scores are 

achieved for the customized YOLO V4 model with two 

YOLO layers. Various model architectures were 

experimented and the results were observed.  

D. TOMATO 

Model V3 V4 V8 

mAP Score 78.48 96.98 87.48 

Precision 0.77 0.88 0.85 

Recall 0.77 0.94 0.84 

F1-Score 0.77 0.91 0.84 

Loss 0.4204 0.2862 0.47209 

 

The mAP score for Mango is the highest of all for our 

customized V4 model with two layers with a mean Average 

Precision of 99.87% followed by 97.53% for Mosambi, 

96.98% for Tomato, 93.39% for Chiku. The mAP scores for 

V4 with two layers is the highest, V3 is the second highest, 

and the least for V8 since much of the customization was not 

performed for the latter models. The training results in terms 

of mAP scores for every 1000th iteration are shown in the 

figure below: 

 

Fig 8. Epoch-wise comparison of mAP Scores for All 
Fruits 

From Table II, we can see that the losses for all the models 

are quite low, and the lowest for the YOLO V8 model in most 

of the scenarios. 

Figure 9 shows the confusion matrix for our customized 

YOLO V4 model for all the fruits in the order: Chiku, Mango, 

Mosambi and Tomato. As observed, the True Positive and 

True Negative predictions are very high resulting in higher 

values of Precision, Recall and F1-scores as shown in the 

tables above. Confusion matrix are a good estimation of the 

performance of models since it can help us avoid type 1 and 

type 2 errors in model performance. 

 

  

  

Fig 9. Confusion Matrices for YOLO-V4 
Customized Model for all the Categories 
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V.        CONCLUSION 

As discussed in the above sections, it is clear that the 

performance of customized YOLO V4 is the best of all the 

other models because of its high mAP scores, lower loss 

values, and the optimal values of other parameters like 

precision, recall, and f1-scores. These results were achieved 

because of the architectural enhancements in the network 

structures. Further optimization can be possible for Chiku 

fruit since the scores of other fruits are higher.  

VI. FUTURE SCOPE 

While the results of the proposed study are good and 

reliable, further enhancements and improvements can be 

incorporated by using advanced techniques like using a 

hybrid model, segmentation techniques, and semantic edge 

detection for fruits, etc. 
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