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Abstract 

Prediction refers to the process of using data and statistical or machine learning techniques to estimate or forecast future 

events or outcomes based on patterns and trends observed in historical data. The goal of prediction is to make accurate forecasts 

about what is likely to happen in the future, given what is known about past events and trends. The corona virus has created a 

global pandemic that significantly disrupted our daily schedule and behaviour patterns. Individuals who contract COVID-19 

experience a range of symptoms, which can vary in severity. It is crucial to promptly assess the health condition of individuals 

affected by COVID-19 by evaluating their symptoms and obtaining essential information. . . To assist in this task, physicians rely 

on rapid and precise Artificial Intelligence (AI) techniques that aid in predicting patients’ mortality risk and the severity of their 

conditions. Early identification of a patient’s severity can help conserve hospital resources and prevent patient fatalities by 

facilitating immediate medical interventions. This research paper introduces an innovative approach that employs the FRNN 

technique to train a classifier capable of achieving remarkable accuracy in predicting the survival outcomes of COVID-19-

affected people. The model is trained on 11 attributes, out of which five are the primary clinical symptoms of this fatal virus: 

Nasal-Congestion, cough, tiredness, runny nose, fever, sore throat, Diarrhea, and breath shortness, and the other three features are 

test indication, age, and gender. Our proposed approach, which employs the ENN-SMOTE algorithm to tackle the issue of 

imbalanced data, demonstrates remarkable effectiveness as evidenced by the experimental results. 

Keywords--Fuzzy-Rough Nearest Neighbor(FRNN),Edited Nearest Neighbor(ENN),COVID-19 

 

I. INTRODUCTION 

Prediction in machine learning involves utilizing a 

trained model to make projections about the outcome of future 

events. These events could be anything from the likelihood of a 

customer buying a product, to the probability of a disease 

outbreak. The goal of prediction in ML is to make accurate and 

reliable predictions based on historical data and patterns. To 

make accurate predictions, it is important to have access to 

high-quality data that is relevant to the event or outcome being 

predicted. This data is often used to construct predictive 

models, which are mathematical or statistical representations of 

the patterns and relationships observed in the data. Forecasting 

the severity risk of diseases in their early stages is crucial due 

to several beneficial impacts it can have, including reducing 

mortality rates, optimizing the utilization of hospital resources, 

and providing valuable decision-making support to healthcare 

professionals. The global health crisis caused by the novel 

corona virus has experienced a significant increase in both 

cases and fatalities globally. According to Johns Hopkins 
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University [1], there have been nearly 230 million confirmed 

cases and 4.7 million deaths reported worldwide. The United 

States, Brazil, India, France, Russia, and Italy are among the 

countries most heavily impacted by the crisis. 

Currently, computational, mathematical, and 

surveillance-based methods play a significant role in studying 

infectious diseases [2]. Machine learning techniques are 

increasingly used for diagnosing diseases, creating prediction 

models, and recognising risk factors [3]. Machine learning in 

healthcare brings numerous benefits, including the ability to 

significantly improve the accuracy of diagnoses, automate 

certain responsibilities traditionally handled by radiologists and 

clinical/anatomic pathologists, and augment the capabilities of 

healthcare professionals in establishing diagnoses or prognoses 

[4]. Clinicians seeking to enhance their understanding of 

personalized patient treatment rely on machine learning as an 

essential resource. Our research employs a machine learning 

approach to detect individuals with COVID-19 patients who 

are at a higher risk of developing illness severely, allowing 

them to assign priority to their hospitalization accordingly. 

Adopting this method could potentially decrease the mortality 

rates of patients and alleviate the strain on healthcare resources. 

The medical field heavily utilizes machine learning, as 

evidenced by various studies such as Abbasi et al. [5], who 

proposed a new method utilizing machine learning to optimize 

blood unit transportation in hospital networks resulting in a 

29% reduction in average daily cost. Amiri et al. [6] employed 

machine learning to accurately measure urea, glucose 

concentrations, and potassium chloride in human blood. Arslan 

Tuncer and Ayyıldız [7] utilized k-nearest neighbor and 

support vector machine techniques to distinguish between IDA 

and Î - thalassemia. Banerjee et al. [8] used ML and statistical 

testing to improve the initial screening of corona virus-positive 

cases. This study introduces a novel algorithm that utilizes the 

Fuzzy Rough Nearest Neighbour classifier for the classification 

of COVID-19 data. The algorithm in our study predicts the 

class of a new test instance by calculating the sum of its 

memberships to the fuzzy-rough lower and upper 

approximation of each class. The instance is then assigned to 

the class with the highest sum. The findings of our study yield 

the following notable contributions: 

This paper gives an innovative algorithmic approach 

for classifying COVID-19 data using the Fuzzy Rough Nearest 

Neighbour (FRNN) classifier. The FRNN algorithm classifies 

the new test instance by computing the combined fuzzy-rough 

lower and upper approximations of every class's memberships. 

The lower approximation membership represents the absence 

of the same elements from the opposite class and the upper 

approximation membership indicates the presence of similar 

elements from the same class. The test instance is assigned to 

the class having the higher sum. Therefore, this study presents 

the following noteworthy contributions: 

❖ Application of the FRNN method for the first time 

in diagnosing the COVID-19 severity. 

❖ Utilizing symptom data for diagnosing COVID-19 

severity. 

❖ FRNN model shows superior performance 

compared to other evolutionary-based methods. 

By using our predictive outcomes, we can control the 

transmission, reduce the infection rate, and potentially 

eradicate the existing COVID-19 outbreak. 

 

II. RELATED WORK 

A thorough review of the existing literature on 

multivariate models and scoring systems employed to predict 

COVID-19 outcomes has identified 107 research articles that 

present a total of 145 prognostic models. Furthermore, among 

these models, 60 utilize radiological techniques to diagnose 

COVID-19 in individuals exhibiting symptoms indicative of 

infection. Additionally, 9 models focus on determining the 

severity of the disease, while 50 models propose prognostic 

models aimed at forecasting the progression of severe disease, 

mortality risk, Hospitalization in the intensive care unit, 

intubation, duration of hospitalization, and ventilation.Notably, 

this review was conducted up until May 5th, 2020, and offers 

detailed insights into the current state-of-the-art prediction 

models based on patient data. Moreover, reference [19] 

presents a noteworthy methodology that sheds light on the 

biases inherent in numerous risk prediction models, which can 

potentially impact the precision of published approaches. 

However, the study in [19] does not provide a detailed 

description of the various statistical approaches or machine 

learning used for prediction. 

 This study aimed to provide an updated survey on 

COVID-19 methodologies by analyzing research articles 

published until 7th October 2020.The focus of our analysis 

centered on prognostic models for COVID-19 patients, to 

identify the key processing steps employed in these models. 

Our research findings indicate that a notable number of the 

proposed methodologies did not include essential pre-

processing steps, such as data standardization/normalization, 

missing value imputation, or feature selection. This lack of 

incorporation of these crucial steps could potentially 

compromise the robustness and performance of the models. 

While some studies solely presented descriptive statistics 

derived from univariate [20] or multivariate [21] analyses, the 

majority of approaches employed logistic regression classifiers 

[22]–[38]. Additional methods included RF classifiers [25], 

[26], [30], [31], [36]–[40], XGBoost [41], [42], SVMs [26], 

[30], [36], [39], [40], K-Nearest Neighbour classifiers [26], 

[30], Cox regression models [44], [45], and artificial neural 

networks [45]. It is important to highlight that, apart from a 

single study that employed a private dataset encompassing 929 

COVID-19 patients [46], all other published methodologies 

were developed and evaluated using datasets of relatively 

limited sample sizes. This limitation poses a challenge to the 
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application of advanced learning models such as neural 

networks, as they excel in uncovering complex nonlinear 

relationships, but require larger datasets for optimal 

performance. Furthermore, the utilization of private datasets in 

the studies makes it impossible to objectively compare different 

methods. 

 

III. Proposed Prediction Model 

 In this research, the Fuzzy-Rough Nearest Neighbour 

(FRNN) Classification method was employed to identify 

COVID-19 diagnosis. To deal with the complexity of the 

COVID-19 symptoms data, digitalization and discretization 

were carried out. After processing the data, normalization was 

performed to ensure that all the values were within the same 

range. Additionally, feature extraction was carried out to 

identify the key data characteristics. To address the issue of 

imbalanced data, an oversampling algorithm was applied. The 

preprocessed data was subsequently divided into a training set 

and a test set. The model was trained using the training set and 

the optimal parameters were determined during this process. 

Subsequently, the trained model was loaded with the test data 

for classification purposes, and the performance of the 

algorithm was assessed by examining the classification results. 

In Figure 1, a visual representation of the proposed prediction 

model architecture is presented. The accuracy of predictions is 

influenced by various factors, such as the quality and relevance 

of the data, the appropriateness of the analytical techniques 

used, and the assumptions underlying the predictive models. 

Overall, prediction is a key tool for decision-making in many 

domains, and it is an important area of research and 

development in statistics and machine learning. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Framework of the Proposed Prediction Model 

A) Data Collection  

 The openly accessible dataset titled "Symptoms and 

COVID Presence" from Kaggle [10] was utilized in this study. 

The dataset, which was last updated on 18-08-2020, consists of 

data collected between 17-04-2020 and 29-08-2020. It 

comprises 20 features that indicate the existence of different 

symptoms, along with a class feature indicating whether the 

individual has COVID-19 or not. In total, the dataset comprises 

5434 instances, with 4383 (80.7%) representing COVID-19 

patients and 1051 (19.3%) representing healthy individuals. 

The presence of COVID-19 is indicated as either "Yes" or 

"No." COVID-19 affects individuals in diverse ways, with 

infected patients displaying varying symptom severity. In 

addition to the typical COVID-19 symptoms like fever, dry 

cough, and shortness of breath, some people have also 

experienced muscle aches, anosmia (loss of smell or taste), and 

fatigue [11]. 

B) Data pre-processing 

Pre-processing the dataset involves several steps, 

including data cleaning and attributes selection. During 

attribute selection, insignificant attributes are removed 

resulting in 11 selected attributes out of the original 14. The 

input attributes include cough, Tiredness, Nasal-Congestion, 

Runny-Nose, sore throat, fever, breath shortness, Diarrhea, 

gender, test indication, and age, while the target attribute is the 

severity with values of severe, moderate, mild, and none. 

To pre-process the data, the min-max method is employed, 

along with feature normalization, to ensure that the data 

samples are maintained within the same magnitude range. The 

data pre-processing step utilizes Formula (1), which involves 

linear transformation to map the data onto a range of 0 to 1. 

X∗ = (X − Min)/(Max − Min).                                                  (1) 

Formula (6) uses X* to represent the pre-processed 

sample data, while X represents the original sample data. 

Additionally, Max and Min respectively refer to the maximum 

and minimum values of the sample data. 

C) Maintenance of data imbalance 

The class distributions in many real-world datasets are 

unbalanced, which can result in incorrect classification 

performance because most machine learning models perform 

best when there are nearly equal numbers of examples of each 

class [15]. The data imbalance, characterized by the dominance 

of the majority class over the minority class, often leads to 

classifiers that exhibit a bias towards the majority class. This 

causes the problem of unbalanced data [16]. 

To address this issue, various techniques have been 

developed, including the SMOTE (Synthetic Minority 

Oversampling Technique) [12]-[14].SMOTE is an 

oversampling technique commonly used to tackle the issue of 

imbalanced class distribution in machine learning. It creates 

synthetic samples for the minority class by interpolating 

between existing minority class samples. On the other hand, 

under sampling techniques like Edited Nearest Neighbor 

(ENN) can be employed to selectively remove some samples 

from the majority class, resulting in a more balanced dataset. 

Nevertheless, under sampling methods can potentially remove 

useful examples that are crucial in the learning process. In 

addition, in scenarios where the majority class substantially 

outnumbers the minority class, as evidenced in the heart dataset 

employed in this study, the efficacy of these techniques might 

diminish. The creation of duplicates through oversampling can 

potentially result in over fitting. 
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D) FUZZY-ROUGH NEAREST NEIGHBOUR (FRNN) 

Classification 

The FRNN classification algorithm, as presented in 

[32], is specifically designed for handling two-class imbalanced 

data. Its implementation revolves around determining the 

classification of a new test instance, denoted as x, by evaluating 

the combined membership value of x to the fuzzy-rough upper 

and lower approximations of both classes. The instance is then 

assigned to the class with the highest sum. Let I be an 

implicator1,I represent a t-norm which is a binary operator on 

fuzzy sets. Additionally, let R be a fuzzy relation that signifies 

an approximation of Indiscernibility between instances. The 

lower approximation of P and N defines the membership 

degrees, denoted as P(x) and N(x) respectively, for the element 

x.P(x) = y∈U
min I(R(x, y), P(y))                                        (2) 

N(x) = y∈U
min I(R(x, y), N(y))                                        (3) 

 

Interpretations can be assigned to values 

 P(x) and N(x), which signifies the absence of objects outside P 

(belonging to N) that closely resemble x. Similarly, the upper 

approximation of P and N, under the fuzzy relation R, defines 

the membership degrees of x asP̅(x) and N̅(x)respectively. 

P̅(x) = y∈U
max I(R(x, y), P(y))                                        (4) 

N̅(x) = y∈U
max T(R(x, y), N(y))                                       (5) 

 
1An implicatorI I is a [0, 1]2 ⟶ [0,1]mapping that is 

decreasing in its first argument and increasing in its second 

argument, satisfies I (0, 0) =I (0, 1) =I (1, 1) =1 and I (1, 0) =0. 

The interpretation P̅(x)is that it represents the degree 

to which there exists another element in P that is close to x and 

similarly for N̅(x).  

In this work, we consider I and T  defined by I  (a, 

b)=max(1-a,b) and T  (a, b)=min(a, b), for a, b in [0,1]. It can 

be verified that in this case Equations. (2)– (5) can be 

simplified to 

P(x) = y∈N
min 1 − R(x, y)                              (6)     

N(x) = y∈P
min 1 − R(x, y)                              (7)     

P̅(x) = y∈P
max R(x, y)                                      (8)     

N̅(x) = y∈N
max  R(x, y)                                     (9)     

To clarify, the value of P(x)is established based on its 

resemblance to the nearest negative (majority) sample, while 

the value of N(x)is found by its similarity to the closest 

positive (minority) sample. Meanwhile, for P̅(x)and N̅(x), the 

most comparable element to x within the positive or negative 

class is identified. It's worth noting that the lower and upper 

approximations are interconnected, resulting in P̅(x) = 1 −

N(x) and N̅(x) = 1 − P(x). The classification of the test 

instance x is decided by the FRNN algorithm, which involves 

the computation of... 

 

μP(x)

=
P(x) + P̅(x)

2
−

P(x) + 1 − N(x)

2
                                       (10) 

μN(x)

=
N(x) + N̅(x)

2
−

N(x) + 1 − P(x)

2
                                       (11) 

 

 If μP(x) ≥ μN(x),x is classified to the positive class 

otherwise, it is classified as the negative class. 

IV. EMPIRICAL RESULTS 

 This part outlines the experimental methodology 

utilized to validate our proposed approach, which involved 

using the COVID-19 symptoms dataset. We considered various 

configurations for the FRNN algorithm, as well as baseline and 

state-of-the-art methods. Additionally, statistical tests were 

conducted to facilitate effectiveness assessment. All 

experiments were conducted in Python using the sklearn 

package, along with associated libraries for generating reports 

such as confusion matrix, classification reports, AUC, and 

ROC curves. 

To assess the effectiveness of the models, multiple 

metrics were utilized including accuracy, sensitivity/recall, 

precision, and f1 scores. The variable C corresponds to the 

number of classes, where i∈ C designates a particular class. TP 

as True Positive, TN as True Negative, FP as False Positive, 

and FN as False Negative respectively in the analysis. 

❖ According to (12), the precision score is calculated as 
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the proportion of accurately predicted positive 

instances to the overall predicted positive instances. 

the Precisioni =
TPi

TPi + FPi
                   (12) 

 

❖ The formula (13) is used to determine the 

Recall/Sensitivity, which represents the proportion of 

accurate positive predictions to the total no. of 

observations in a genuine class. 

Recalli =
TPi

TPi + TNi
                   (13) 

 

❖ The F1-score, obtained by (14) through the weighted 

average of Precision and Recall calculations, proves to 

be more beneficial than accuracy. This is because it 

considers both false negative and false positive 

measurements. 

the Recalli =
TPi

TPi + TNi
                   (14) 

 

❖ In equation (15), Accuracy refers to the ratio of 

accurately predicted observations to the overall 

number of observations. 

• Accuracy =
TP+TN

TP+TN+FP+FN
                               (15) 

 

❖ It should be noted that these measurements were 

calculated for every classifier utilized in each 

experiment. 

B) Performance Analysis 

In this section, our objective is to evaluate the 

accuracy of a predictive model by employing four algorithms 

on a COVID-19 dataset and assessing their predictive 

performance. To determine the most efficient predictive model 

for optimal outcomes, we employed a ten-fold cross-validation 

technique with stratification as the testing methodology. We 

measured the performance of the predictive model using 

diverse metrics, including classification accuracy; recall 

(sensitivity), precision, and f-measure, in order to ensure 

reliable and precise outcomes. The performance measures of 

various classifiers on the COVID-19 dataset are shown in 

Table 1. 

 

Table 1: Performance Comparison of Predictive Models 

Metric KNN NB SVM FRNN 

Accuracy 0.877 0.884 0.907 0.945 

Precision 0.889 0.902 0.908 0.946 

Recall 0.825 0.834 0.868 0.915 

F-Measure 0.842 0.846 0.875 0.927 

 

Table 1 show the proposed FRNN outperforms NB 

and SVM in terms of prediction performance, with a precision 

score of 0.946 compared to 0.902 and 0.908, respectively. On 

the other hand, NB performed the worst with a precision score 

of 0.889. However, it should be noted that our dataset had 

highly imbalanced classes, which often led to misclassification 

of the minority class during training. To address this issue, 

further experiments were conducted to reduce the class ratio, as 

described in the next subsection.  

 

Table 2: Performance Comparison of Predictive Models with ENN-SMOTE 

Predictive 

Model 
Data Balancing Accuracy Precision Recall F-Measure 

KNN ENN-SMOTE 0.884 0.892 0.848 0.869 

NB ENN-SMOTE 0.892 0.911 0.889 0.891 

SVM ENN-SMOTE 0.917 0.912 0.901 0.905 

FRNN ENN-SMOTE 0.955 0.951 0.928 0.935 

 

When the classifiers were applied in combination with ENN-

SMOTE, it was observed that the performance of all predictive 

models consistently improved. Among these models, our 

proposed FRNN achieved the highest f-measure of 93.5%, next 

SVM at 90.5%, NB at 89.1%, and KNN at 86.9%. 

Additionally, it was noted that the ENN-SMOTE approach 

effectively raised the number of instances in the minority class 

through iterations and the selection of appropriate k values, 

thus achieving a balanced dataset in conjunction with the other 

classes. Figures 2 and 3 depict the actual scores and predictions 

before and after the ENN-SMOTE application, respectively. 

With the exception of the minority class, each predictive 
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model's performance demonstrated a noteworthy enhancement 

in the majority classes. 

 

 
 

Figure 2: Comparison of Correctly Classified by class 

with applied SMOTE 

 

 

 

Figure 3: Comparison of Accurately Classified, without 

the application of SMOTE 

V. CONCLUSION 

This study successfully developed an effective FRNN 

classification model to distinguish the severity of COVID-19 in 

accordance with the symptoms exhibited by patients. To 

address the imbalanced training dataset, ENN-SMOTE was 

employed, and FRNN was utilized for learning and generating 

the prediction model. The results obtained revealed a 

significant enhancement in the proposed model, with the 

highest f-measure of 93.5%. Moreover, a comparative analysis 

of ENN-SMOTE was conducted to evaluate its performance 

accuracy in COVID-19 prediction. The results demonstrated 

that the oversampling approach explored, ENN-SMOTE, 

consistently improved all predictive models. Overall, our 

findings provide a practical solution to address the imbalanced 

classification of COVID-19 prediction by employing data-level 

strategies. 
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