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Abstract  

This Paper discusses the challenges faced by previous method 2D Direction of Arrival (DOA) systems, such as low degrees of 

freedom, poor resolution, and significant estimation errors in scenarios with small snapshots. In response to these issues, the present 

method proposes a low-complexity 2D Direction of Arrival (DOA) estimation algorithm based on a parallel complementary virtual 

array. 

The algorithm utilizes two mutually parallel complementary linear arrays to generate a virtual array, addressing the limitations of 

traditional parallel arrays. It constructs an extended matrix with enhanced 2D angular degrees of freedom using covariance and 

cross-covariance matrices. The final step involves obtaining automatic matching 2D angle estimates through Singular Value 

Decomposition (SVD) and Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT). 

In comparison to traditional 2D DOA estimation methods, the proposed algorithm better exploits the information from the array's 

received data. It can identify more incoming signals, offering high resolution without the need for 2D linear search or angle 

parameter matching. Importantly, it demonstrates effective estimation even in scenarios with low Signal-to-Noise Ratio (SNR) and 

small snapshots. Experimental simulation results validate the effectiveness and reliability of the proposed algorithm. 

 

1.Introduction 

Direction of Arrival (DOA) estimation is a crucial research topic in array signal processing, finding extensive applications 

in various fields such as wireless communication, radar, and medical imaging. Among array structures, planar arrays are the most 

widely used. Over the past few decades, scholars both domestically and internationally have proposed numerous DOA estimation 

algorithms based on planar array structures. These include planar arrays [1], L-shaped arrays [2], and parallel linear arrays [3-5], 

among others. Planar arrays are typically composed of several uniformly spaced linear subarrays, possessing limited degrees of 

freedom. For instance, an L-shaped uniform linear array with N elements can, at most, estimate N angles of incoming signals. 

In recent years, sparse arrays have gained widespread attention due to their ability to effectively increase array degrees of 

freedom. Examples include minimum redundancy arrays, nested arrays, and coprime arrays [6-8]. Compared to traditional arrays, 

sparse arrays can significantly reduce the number of elements while ensuring performance or, with the same number of elements, 

achieve a larger array aperture and lower side lobe levels. This is achieved by optimizing the positions and weights of array 

elements to improve the accuracy, resolution, and degrees of freedom direction-finding algorithms. 

In the realm of sparse nested arrays, references [9-11] and [12-15] extend nested arrays from 1D DOA estimation to 2D 

DOA estimation, proposing a 2D nested array composed of two uniformly spaced linear subarrays. Concerning L-shaped coprime 

arrays, approaches based on iterative minimization and off-grid sparse learning are explored. Regarding parallel coprime arrays, 

reference [16-18] first introduces the construction of a 1D vector using the cross-covariance matrix of parallel coprime arrays. It 

improves array degrees of freedom through sparse reconstruction and least squares estimation but exhibits lower accuracy and 

higher algorithm complexity in scenarios with small snapshots. 

To address the complexity issue, some of the algorithms transform the 2D DOA estimation problem into a 1D 

representation. They utilize cross-covariance matrices and compressed sensing methods for angle estimation, thereby enhancing 

estimation accuracy to some extent. The mentioned algorithms primarily leverage the cross-covariance matrix of parallel coprime 
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arrays. On the other hand, some algorithms use the covariance matrix of parallel coprime arrays [19-24]. They employ 1D DOA 

estimation combined with power matching to achieve elevation and azimuth angle estimation but are susceptible to mismatch 

phenomena. 

It can be observed that existing parallel coprime array DOA estimation algorithms only utilize the covariance matrix or 

cross-covariance matrix of the array, requiring grid search and matching. This results in issues such as high computational 

complexity, insufficient algorithm precision, and susceptibility to mismatch. Addressing these shortcomings, this method 

proposes a new 2D DOA estimation algorithm based on parallel coprime linear arrays. The algorithm utilizes the covariance and 

cross-covariance matrices of two linear arrays to construct a new DOA estimation matrix. Building upon this, the SVD and 

ESPRIT algorithms are employed to obtain azimuth and elevation angles based on eigenvalues and eigenvectors. In comparison 

to existing algorithms, this algorithm fully utilizes autocorrelation and cross-correlation matrix information, enabling the 

estimation of more source signals with higher accuracy. Additionally, due to the expanded aperture of array elements, the 

algorithm exhibits higher resolution, lower computational complexity, and superior performance in low signal-to-noise ratio and 

small snapshot scenarios. 

Following terminology explains the symbol used here: , , , , and denote matrix transpose, 

conjugate, conjugate transpose, inverse, and pseudo-inverse, respectively. represents a diagonal matrix with vector 

as its main diagonal. denotes matrix stretching. ⊗ represents the Khatri-Rao product; I denote the identity matrix;  

represents the phase angle. 

2. Signal Model 

The array model in this paper adopts a parallel coprime array structure, composed of two mutually parallel extended 

coprime arrays, as illustrated in Figure 1, comprising Subarray 1 and Subarray 2. Subarray 1 has  physical elements formed by 

two non- overlapping uniform linear arrays: one with element spacing and elements, and the other with element spacing 

and elements. Here, represent the number of elements, the number of cross elements, and the 

number of subarray elements, respectively. The symbols and represent the signal wavelength and half-wavelength, 

respectively. The integers and are coprime, and is the basic element spacing. The positions of the elements within each 

subarray are represented by the permutation vector 

 

 

Figure4.1: Geometric model of parallel coprime array 

In Figure 4.1, α and β represent the angles between the radiation source and the ϕ-axis and θ-axis, respectively, satisfying 

. Here, α and β denote the azimuth and elevation angles of the radiation source. 

When there are far-field narrowband incoming signals, the signal model received by the element of Subarray  can be 

expressed as: 
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Here,  represents the amplitude of the incoming signal, and is the noise term. The overall signal model 

for the entire array is given by: 

 

 

where A is the array response matrix, is the vector of amplitudes of K signals, and and  are the noise 

terms for Subarray 1 and Subarray 2, respectively. 

 

 

The dimensions of the direction matrix Φ are L×2, including the azimuth and elevation angle information of the incoming 

signals, and the response vector corresponds to the incoming signal. The amplitudes  represent the amplitude of the non-

cooperative narrowband signals,  and  denote zero-mean additive white Gaussian noise, with noise and signals being 

uncorrelated.  

 

Where and  and  is a diagonal matrix. Here, it is assumed 

that all incoming signals do not overlap, i.e., and for all . In the array model with L antennas (where 

L=2M−1+N), the degrees of freedom are enhanced due to the use of extended coprime subarrays in forming a parallel array. By 

 

constructing virtual domain signals, when there are M physical elements in a single subarray, the number of consecutive virtual 

elements can be 2M−1, yielding a total degree of freedom of . This breakthrough overcomes the traditional 

limitation of the physical elements in an array, effectively expanding the antenna aperture and increasing the degrees of freedom 

for DOA estimation. 

3. Low-Complexity2DDOAEstimationAlgorithmBasedonParallelCoprime Virtual Arrays 

As mentioned earlier, existing 2D DOA estimation algorithms suffer from issues such as high computational complexity, 

insufficient accuracy, and susceptibility to mismatch. In response to these challenges, this study focuses on investigating 2D 

virtual arrays, proposing a 2D DOA estimation algorithm tailored for parallel coprime virtual arrays. 

Extended Matrix Construction 

Considering the received data of incoming signals, the first step is to construct a DOA 

extensionmatrixapplicableto2Dvirtualarrayestimation.Thecovariance matrix of Sub array 1's received signals (at a 

specific time ) is given by: 

 

where , , ……, is a diagonal matrix with signal powers , , ……,  

and  denotes the noise power. Vectorizing  yields: 
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Here, B is a matrix involving array response vectors , is a vector containing signal powers, and is the vectorized 

identity matrix. 

 

,  
 

Next, considering that there are duplicate elements in, it needs to be eliminated by repeating elements and intercepting 

consecutive virtual array elements, you can get  located in 

array 

elements at the position, 

 

 

Here,  represents the modified vector, is a matrix, and is a vector for the incoming signal. By rearranging the 

elements of the vector , we obtain the matrix: 

 

Here, the dimensions of the matrix are Matrix can be expressed as: 

    

where W is a diagonal matrix related to the signal powers, and D contains information about the angles between incoming 

signals and the X-axis. Similarly, by defining the cross- covariance matrix for Subarray 1 and Subarray 2 using the received 

signals: 

 

 

 

Where ,and  contains information 

about the angles between incoming signals and the Y-axis. Since the noise in the two subarrays is uncorrelated the cross-

covariance matrix has no noise interference. Vectorizing  yields: 

 

Similarly, removing duplicate elements from and selecting continuous virtual elements, we get: 
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Constructing the cross-covariance matrix, i.e., rearranging the elements of ,results 

in: 

 

Combining the matrices and with the original matrix V (from Equation 4.8) yields the extended matrix for DOA 

estimation: 

 

 

Analysis of shows that D includes the incident signal and the X-axis and all the information about the angle between 

the Y axis, that is, D is the required matrix. is the signal subspace obtained through singular value decomposition (SVD) of 

, we obtain the signal subspace, which spans the desired space. 

2DDOA Estimation 

In the above Section, the DOA estimation matrix was constructed using the covariance matrix of Subarray 1 and its cross-

covariance matrix with Subarray 2. Now, utilizing the Singular Value Decomposition (SVD) and ESPRIT algorithm, this study 

extracts matching azimuth and elevation angles from the eigenvalues and eigenvectors. Firstly, performing SVD on the DOA 

estimation matrix yields: 

 

Here,  represents the signal subspace, and is the noise subspace. The matrices  and can be expressed as: 

 

 

 is a matrix of size , where is the number of incident signals. Since is the signal subspace, 

there exists a matrix such that equation (4.17) holds. 

As is the signal subspace, it can be expressed as 

 

Where D contains the angles between the incoming signals and the X-axis. From the analysis above, it is evident that the 

signal subspace contains information about the azimuth and elevation angles of incoming signals. Here, D represents the direction 

matrix containing information about the angles between incoming signals and the Y-axis, and Φ is the diagonal matrix containing 

information about the angles between incoming signals and the X-axis. This leads to: 
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Here, and are both matrices. By establishing a relationship between  and , a matrix 

is constructed: 

 

This allows obtaining the corresponding eigenvalues and, consequently, the angles between the 

incoming signals and the Y-axis: 

 

By performing eigenvalue decomposition on Equation (4.20), the corresponding eigenvectors form the matrix T, and using 

Equation (4.18), we get: 

 

Here, is an matrix, by constructing a spectral peak search function for angle search, and then obtain 

the angle between the incident signal and the X-axis, algorithm complexity is high and efficiency is low. This method draws on 

the idea of rotation invariance and combines. Divide the matrix into blocks and take the1st row of the matrix to a row, take the 

2nd row of the matrix to another row. 

Angle search is performed by constructing a spectral peak search function, and then the angle between the incident signal 

and the X-axis is obtained. The algorithm is highly complex and has lower efficiency than . This article draws on the idea of 

rotation invariance, divides the matrix into blocks, and takes the matrix  first row to 

rows,  takes the 2nd row to rows of matrix , then we have 

 

Among them,  , which is the spin, 

Transform into invariant factors, then we have,  

 

By performing eigenvalue decomposition on , the eigenvalue is obtained, then there is 

 

Through the combination of Equation (4.21) and Equation (4.25), the azimuth angle and pitch angle that match each other 

can be obtained, that is 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 11 

Article Received: 10 September 2023 Revised: 20 October 2023 Accepted: 30 October 2023 

____________________________________________________________________________________________________________________ 
 

 

    669 

IJRITCC | December 2023, Available @ http://www.ijritcc.org 

 

 

Algorithm Steps 

Based on the theoretical analysis presented above, here are the specific steps of the algorithm proposed in this method: 

Step 1: Estimate the covariance matrix and cross-covariance matrix using a finite number of snapshots, denoted by : 

 

Step2: Construct a new DOA estimation matrix using and . 

Step 3: Perform Singular Value Decomposition (SVD) on the matrix to obtain the signal subspace. 

Step 4: Construct an angle estimation matrix Ψ to find the radiation source angle information. 

Step 5: Utilize the ESPRIT concept to construct a rotation factor containing azimuth information and estimate the radiation source 

angle information. 

Step 6: Obtain the azimuth and elevation angles of the incident signals using Equations (4.26) and (4.27). 

The complexity of the algorithm mainly involves the construction of covariance and cross-covariance matrices, Eigenvalue 

Decomposition (EVD), and Singular Value Decomposition (SVD). After derivation, the algorithm's complexity is approximately 

, where , P is the number of sampled snapshots, M and N are 

coprime numbers, and K is the number of incident signals. 

The proposed algorithm utilizes the concept of coprime virtual arrays to extend 2D parallel arrays. This allows for 

estimating more incident angles with a limited number of array elements. Additionally, due to the extension of the array aperture, 

it provides better resolution for incident angles. The algorithm demonstrates relatively higher accuracy, especially in low Signal-

to-Noise Ratio (SNR) and small snapshot scenarios, and exhibits lower computational complexity. 

4. Experimental Simulation and analysis 

In this section, the experimental simulation is conducted with and , making the actual number of elements 

in Subarray 1, . The array elements are positioned at Considering multiple incident 

signals, the numberof signal sources is set to . The traditional parallel linear array algorithms become ineffective in this 

scenario, whereas the proposed algorithm can still effectively estimate the incident angles, as shown in Figure 4.2. The algorithm 

efficiently extends the array aperture, improving the utilization of array elements and allowing estimation of up to 11 incident 

angles, surpassing traditional algorithms. 

To further verify the high-resolution performance of the proposed algorithm, assume the number of incident signals is 

two, with incident angles and . In this case, traditional algorithms fail, while the experimental results of the 

proposed algorithm, as shown in Figure 4.3, demonstrate that despite some error, it can still distinguish two very close incident 

angles. It is important to note that, due to the proximity of angles, the experiment requires a high Signal-to-Noise Ratio (SNR) 

and a sufficient number of snapshots. 

Evaluation Criterion 
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To assess the algorithm's estimation accuracy, this algorithm employs the Root Mean Square Error (RMSE) criterion, 

defined as follows: 

 

Here, K represents the number of incident signals, Q denotes the Monte Carlo experiment count,  and are the DOA 

estimates for the experiment of the incident signal. 

 

Influence of Snapshot Number 

Figure 4 illustrates the impact of the number of snapshots on the performance of the algorithm proposed in this paper, 

comparing it with existing algorithms. In this comparison, proposed algorithm with Spatial Smoothing-Multiple Signal 

Classification (SS- MUSIC)[131], Alternating projection- Multiple Signal Classification (AP-MUSIC)[132] algorithm ADMM 

algorithm [133]. Considering the application scope of existing algorithms, estimation is performed for four signal sources with 

incident angles of It can be observed that the proposed algorithm 

exhibits good estimation performance even with a small number of snapshots. Notably, when the number of snapshots 

, the proposed algorithm can still achieve effective DOA estimation, making it suitable for scenarios with a limited number of 

snapshots. 

Influence of Signal-to-Noise Ratio (SNR) 

Next, the impact of varying Signal-to-Noise Ratio (SNR) on the performance of various algorithms is analysed, assuming 

a large number of snapshots ( to minimize the effect of snapshot numbers. The experiment includes the same incident 

signal conditions as in Figure 4.4. As shown in Figure 4.5, the proposed algorithm maintains high estimation accuracy even in 

low SNR conditions. 

5. Computational Complexity Analysis 

Finally, a comparison analysis of the computational complexity of different DOA estimation algorithms is conducted. 

Under the same hardware and software conditions, 600 Monte Carlo experiments are performed to record the runtime of each 

algorithm. The CPU used in the experiment is an I7-8550U, with 8 GB of RAM. The conditions for incident signals are the same 

as in Figures 4.3 and 4.4, with snapshots and . The statistical results are presented in Table 1, 

indicating that the computational complexity of the proposed algorithm is superior to rest of the three existing algorithms. 

Table1 Run time of Different 2DDOA Estimation Algorithms(seconds)Estimation Algorithm Runtime 

 

Sl# Algorithm Runningtime 

1 ADMM 0.0189 

2 AP-MUSIC 0.0598 

3 SS-MUSIC 0.0040 

4 PCVA 0.0034 
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Figure4.2Algorithm estimation results when 

K=11(SNR=4dB,P=200) 

 

Figure4.3 High-resolution experiment 

(K=2,SNR=4dB,P=200) 

 

 

Figure 4.4 Performance comparison of algorithms with the different snapshot number (K=4, SNR=4 dB) 

 

 

Figure 4.5 Performance analysis under different signal-to-noise ratios (K=4,P=200) 

 

6. Conclusion : 

This Paper introduces a low-complexity 2D Direction of Arrival (DOA) estimation algorithm based on parallel coprime 

virtual arrays, combining traditional parallel linear arrays with coprime virtual arrays. The extended DOA matrix is utilized in 

the estimation process, leveraging Singular Value Decomposition (SVD) and extracting rotation-invariant factors. This approach 

avoids the spectral peak search used in traditional algorithms, reducing algorithm complexity and obtaining automatically 

matched DOA estimates. Additionally, the virtual array is employed to extend the array aperture, addressing the issue of 
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traditional DOA estimation algorithms having fewer incident signal sources than actual physical array elements. Simulation 

results demonstrate that the proposed algorithm has higher resolution, capable of distinguishing more radiation source signals. 

Moreover, it outperforms traditional DOA estimation algorithms, especially in scenarios with low SNR and a small number of 

snapshots. 
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