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Abstract—Advancement in information technology such as social networking is on one side is powerful source of news and information and on other side have posed new challenges for those policing cybercrime. Cybercriminals and terrorists are spreading rumors that is unreal or even malicious information on social network which can bring massive panic and social unrest to our community. The rumor detection problem on social network has attracted considerable attention in recent years. A different type of rumors has different characteristics and need different techniques and approaches to detect. In this paper, we proposed an efficient approach to detect event based rumor on social media like Twitter. Experiment illustrates that our event based rumor detection method obtain significant improvement compared with the previous work.
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I. INTRODUCTION

Emerging social media offer unprecedented opportunities to the evolution of civil disorders. In particular, Twitter, Facebook and WhatsApp, as both a social network and information-sharing medium, provides a real-time platform for disseminating news and opinions. Social media is being used to democratize today’s civil rights movement and fuel citizen protest throughout the world. Nowadays, Social media plays an important role in social movements, its part of a larger toolbox for activists that can be used along with traditional organizing.

Using the Arab Spring as an example, one can hold that social media itself created the movement. Civil unrest can be triggered by any number of factors, either alone or in combination, including actions by the government (controversial legislation, police brutality) or a powerful third party (criminal gang activity), natural disasters that cause widespread human suffering (severe hurricane, major earthquake), and calls to action by “political entrepreneurs”—leaders with a sizable following— or real-world or online political organizations. But when the same tools and means are used by anti-social or anti-national-elements, the results can be scary and grievous.

During the riots in Muzaffarnagar in 2013, government had said that social media was used extensively by anti-social elements to spread rumors, hatred and misinformation among communities [1]. Similarly in 2012, the mass exodus of people of northeast from south India had taken place allegedly due to the misinformation and rumor campaign carried out through Internet and social media [15, 16].

Recently in 2016 and 2017, the Government of Jammu and Kashmir has banned several social media platforms including Facebook, WhatsApp, Twitter and Snap Chat, in the Kashmir Valley “in the interest of maintenance of public order”. The government order of 2017, said that they had observed that anti-social elements were ”misusing” social media platforms to spread hatred and rumors among the public against the state government and security forces. They said that these platforms were also being used to incite people into committing offences [17]. The order said that in 2016, “anti-national and subversive element, inter alia, extensively misused social media websites and instant messaging services for vitiating peace and instigating violence, spreading rumors which caused large-scale damage to life and property” [18].

Anonymity offered by the Internet technology has facilitated communication between the members of terror and anti-national/anti-social groups without much fear of being intercepted by law enforcement agencies.

To further enhance the dangers, as online social networking sites such as Facebook, Twitter and MySpace are becoming popular, they have become the latest targets of hackers to deliver computer viruses to steal critical information and pose a major source of risk to data and information security [21].

In recent years, users and businesses have seen hackers breach all kinds of targets, including individual desktops, mobile devices, POS systems and the corporate network at large. Recently, however, it appears that black hats have widened the scope of their attacks to include not only traditional vectors, but social media as well [22].

When looking at it from a hacker’s point of view, it’s easy to understand why social networks would be the next sensible target. Oftentimes, cybercriminals go where they have access to the largest pool of victims. With social media websites like Facebook, Twitter, LinkedIn and others steadily increasing their user numbers, it’s not difficult to imagine hackers utilizing these platforms to the advantage of their malicious
activities. This poses a serious challenge for law enforcement and digital forensics.

The Koobface, Petya, Wannacry virus family types are an example of computer viruses attempted to gather sensitive information, such as credit card numbers and personal details, from Facebook and MySpace users [19, 20].

Proliferation of rumors, misinformation, spams and malicious content on social media can often have adverse effect on information consumer and society. Misinformation and rumor can spread quickly and it may sensationalize it to wider audiences and even consequential in real world impact. Rumors carrying unreal or even malicious information can bring massive panic and social unrest to any community.

A rumor is a piece of information that has not yet been verified, and hence its truth value remains unresolved while it is circulating. Rumor could be classified as event based and long standing rumor. Event based rumor is a new rumor that emerge during breaking news. This is, for example in the Sydney Siege event a rumor stating that “Hostages are being forced to hold an ISIS flag at a Lindt cafe in Sydney’s Martin Place, as police man the doors outside”. Long-standing rumors that are discussed for long periods of time. This is, for example, the case of the rumor stating that “Barack Obama is Muslim”. Both type of rumors share different type of characteristics that is why need different ways to handle.

In this paper, we address the problem of detecting event based rumors in Twitter data. This paper is organized as follows. Section 2 presents the related work. Section 3 describes our method to rumor detection, especially the process of analyzing and extracting features. Section 4 presents our experiments. The last section draws a conclusion and future work.

II. RELATED WORK

Rumors and related phenomena have been studied from many different perspectives, ranging from psychological studies to computational analyses. The widespread adoption of the Internet gave rise to a new phase in the study of rumour in naturalistic settings and has taken on particular importance with the advent of social media, which not only provides powerful new tools for sharing information but also facilitates data collection from large numbers of participants. For instance, Takayasu et al. [5] used social media to study the diffusion of a rumor in the context of the 2011 Japan Earthquake, which stated that rain in the aftermath might include harmful chemical substances and led to people being warned to carry an umbrella. The authors looked at retweets of early tweets reporting the rumour, as well as later tweets reporting that it was false. Social media as a source for researching rumors has gained ground in recent years, both because it is an interesting source for gathering large datasets associated with rumors and also because it is a type of platform that gives rise to even more rumors from its many participants. Researchers have used social media, among others, to study how users orient to rumors. Castillo et al. [6] found that the ratio between tweets supporting and debunking false rumors was 1:1 (one supporting tweet per debunking tweet) in the case of a 2010 earthquake in Chile. Procter et al. [7] came to similar conclusions in their analysis of false rumors during the 2011 riots in England, but they noted that any self-correction can be slow to take effect. Many existing algorithms [8, 9] for debunking rumors followed the work of Castillo et al. in which they studied information credibility and proposed a set of features that are able to retrospectively predict if an event is credible [10]. The current research of rumor debunking on Twitter and its equivalent in China, SinaWeibo, mainly focused on identifying rumor microblogs [8, 9, 11] without differentiating kind of rumours. While different types of rumours share different characteristics so they need different attention. In this paper we concentrate on detection event based rumor that emerge in the context of breaking news are generally rumours that have not been observed before. Therefore, rumours need to be automatically detected and a rumour classification system needs to be able to deal with new, unseen rumours, considering that the training data available to the system may differ from what will later be observed by the system.

III. PROPOSED METHOD

We formulate rumor detection as a classification problem. For a given message, features are extracted first from different aspect of view; then we will use a classifier to determine whether this message is rumor or not. In this section we will introduce our general process of rumor detection and some key features that contribute to rumor detection.

A. Rumor Detection Flow

Proposed work is done for identifying a message is rumor or not. Rumor detection method is a classification problem, and it mainly contains 3 parts which are data cleaning, feature extraction and model training as shown in figure 1. In the data cleaning process, we filter out some spam messages like message that contain only URL or punctuation. Feature extraction is a key step in our method. Content and users are two key factors of a message; patterns of these two factors for rumors are different from that of normal messages. We identified a set of features based on contents and users; those significantly contribute to detect rumors. After feature extraction, a classification model has trained using the extracted features.

B. Feature Extraction

Different types of rumors share different characteristics so they need different attention. We concentrate on detection event based rumor that emerge in the context of breaking news are generally rumors that have not been observed before. Therefore, rumors need to be automatically detected and a rumor classification system needs to be able to deal with new, unseen rumors, considering that the training data available to the system may differ from what will later be observed by the system. Content and users are two key factors of a message;
patterns of these two factors for rumors are different from that of normal messages.

Figure 1: The Framework of proposed method

We identified and merged a set of features that have been proposed by previous work [8, 9, 12] based on contents and users; those significantly contribute to detect event based rumors as listed in table 1.

### Table 1: Content and User Based Features

<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Based Features</td>
<td>Has_Profile_Img</td>
<td>Whether the user has profile image or not.</td>
</tr>
<tr>
<td></td>
<td>Has_Description</td>
<td>Whether the user has personal description or not.</td>
</tr>
<tr>
<td></td>
<td>Reliable</td>
<td>Whether the user’s account has been verified by Twitter or not.</td>
</tr>
<tr>
<td></td>
<td>Influence</td>
<td>Number of Followers.</td>
</tr>
<tr>
<td></td>
<td>Has_Profile_URL</td>
<td>Whether the user has profile URL or not.</td>
</tr>
<tr>
<td>Content Based Features</td>
<td>Time Span</td>
<td>The time interval between the time of posting and user registration.</td>
</tr>
<tr>
<td></td>
<td>Has URLs</td>
<td>Whether the message includes a URL pointing to an external source.</td>
</tr>
<tr>
<td></td>
<td>Has Refer</td>
<td>Whether the messages include ‘@’ referring to others.</td>
</tr>
</tbody>
</table>

Data collection is targeted and event based so annotated dataset of above two different newsworthy events has been used for the study. Annotated tweets, of which 760 were deemed rumors and 930, were deemed non-rumors as shown in Table 2.

### Table 2: Distribution of annotations of rumors and non-rumors

<table>
<thead>
<tr>
<th>Event</th>
<th>Rumors</th>
<th>Non-rumors</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sydney Siege</td>
<td>522 (42.8%)</td>
<td>699 (57.2%)</td>
<td>1,221</td>
</tr>
<tr>
<td>German wings Crash</td>
<td>238 (50.7%)</td>
<td>231 (49.3%)</td>
<td>469</td>
</tr>
<tr>
<td>Total</td>
<td>760</td>
<td>930</td>
<td>1,690</td>
</tr>
</tbody>
</table>

Data from one event was used to train a classifier and build a model, with data from another event being used to test the model’s generalisability beyond a single event. The tweets collected from Sydney Siege are used as training set, and the tweets collected from German wings Crash are used as test set.

### B. Result Analysis and Evaluation

There are three main goals to evaluate the event based rumor detection model:

1. Measure the accuracy at which our model predicts the rumor.
2. Measure the contribution of each feature.
3. Measure the contribution of the content based, user based and content-user based features.

We use the method of Yang et al. [14] as a baseline, and train a Logistic Regression classifier with our proposed features. We have used open source tool R and R studio to implement our model. Binomial logistic regression estimates the probability of an event (in this case, rumor) occurring. If the estimated probability of the event occurring is greater than or equal to 0.5 (better than even chance), it classifies the event as occurring (e.g., rumor being present). If the probability is less than 0.5, it classifies the event as not occurring (e.g., no rumor). It is very common to use binomial logistic regression...
to predict whether cases can be correctly classified (i.e., predicted) from the independent variables. The statistics summary is given in table 3.

<table>
<thead>
<tr>
<th>Table 3: Summary Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
</tr>
<tr>
<td>(Intercept)</td>
</tr>
<tr>
<td>Has_Profile</td>
</tr>
<tr>
<td>Has_Description</td>
</tr>
<tr>
<td>Reliable</td>
</tr>
<tr>
<td>Influence</td>
</tr>
<tr>
<td>Has_Profile_URL</td>
</tr>
<tr>
<td>Has_referral</td>
</tr>
<tr>
<td>Has_URL</td>
</tr>
<tr>
<td>Time_Span</td>
</tr>
<tr>
<td>Signif. codes: 0 ‘<em><strong>’ 0.001 ‘</strong>’ 0.01 ‘</em>’ 0.05 ‘.’ 0.1 ‘ ’ 1</td>
</tr>
</tbody>
</table>

The output shows the coefficients, their standard errors, the z-statistic (sometimes called a Wald z-statistic), and the associated p-values. The logistic regression coefficients give the change in the log odds of the outcome for a one unit increase in the predictor variable. In the next column, we see the standard error associated with these estimates. That is, they are an estimate of how much, on average, these estimates would bounce around if the study were re-run identically, but with new data, over and over. If we were to divide the estimate by the standard error, we would get a quotient which is assumed to be normally distributed with large enough samples. This value is listed in under z value. Below Pr(>|z|) are listed the p-values that correspond to those z-values in a standard normal distribution. Lastly, there are the traditional significance stars it determine statistical significance for each of the independent variables. We can see in the summary that all the features are significantly contributing in rumor detection.

To evaluate the performance of our model, we use the standard information retrieval metrics of precision or accuracy, recall and F1. The accuracy is the ratio of the number of rumors classified correctly to the total number of messages predicted as rumors. The recall is the ratio of the number of rumors classified correctly to the total number of true rumors. The F1 is a comprehensive assessment of accuracy and recall rate, and it is defined as Equation 1.

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

We conduct experiment in three groups Content Based, User Based and Content-User Based to better understand the impact of features on model. Then we compare the result with baseline. The experimental results in Figure 2 show that there is significant improvement in the performance.

**Interpretation:** A logistic regression was performed to ascertain the effects of all the selected features on the likelihood that result is a rumor. The logistic regression model was statistically significant and the model predicts the result with the 0.828 F1 value.

**Figure 2: Rumor Detection Results**

In this paper we focus on detecting event based rumor on social network. To distinguish normal messages from rumors, we propose a rumor detection method based on generalized features of contents and users of messages. In the feature engineering process, we identified and merge some features from the previous work that are significantly contribute in detecting event based rumors.

Current system only works on the data from twitter. So in future data from heterogeneous sources (such as Facebook, Google+ and many more) can be collected for analysis.
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